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Introduction

The similarity between two structurally related molecules can be accessed via their vibrational spectra. Any difference in the electronic structure is sensitively registered by the vibrational modes. The vibrational spectrum of a molecule depends on five quantities: (i) Number of atoms \( N \) which determines the number of vibrations \( N_{\text{ vib}} = 3N - L \) \( (L: \text{ number of translations and rotations)}; \) (ii) Point group symmetry \( X \) of the molecule; (iii) Masses \( m_i \) of the atoms (collected in the mass matrix \( M \)); (iv) the geometry \( R \) of the molecule; and (v) the electronic structure in a molecule characterized by its Hessian matrix \( K \). The change of any of these five quantities results in a change in the vibrational spectrum, where this change can encompass a change of \( N_{\text{ vib}} \), the position of the vibrational frequencies \( \omega_{nu} \), the corresponding intensities \( I_{nu} \), and the form of the normal vibrational modes \( l_{nu} \). Comparison of the vibrational spectra even of structurally closely related molecules is often hampered because the mode-mode coupling leads to a serious complication that troubles the correlation of vibrational spectra. However, if one would be able to eliminate the mode-mode coupling, a number of interesting problems in the correlation of vibrational spectra can be solved.

If one can analyze the changes in the vibrational spectrum, where a change in \( N, X, R, M, \) or \( K \) is expected simultaneously, valuable information from vibrational spectra can be extracted.[1–5] This major objective can be split into several smaller problems of correlating two vibrational spectra by changing part of the above five quantities which influence the normal vibrational modes and fixing the rest:

1. Changes in \( X \) and \( M \), while keeping \( N, R, \) and \( K \) unchanged: correlation of the vibrational spectra of isomers, for example, \( \text{H}_2\text{O} \rightarrow \text{HOD}; \)
2. Changes in \( K \) and \( R \), while keeping \( N, X, \) and \( M \) fixed: correlation of the vibrational spectra along a reaction path, for example, \( \text{HCN} \rightarrow \text{HNC}; \)
3. Changes in \( (X) \) \( K \) and \( R \), while keeping \( N, M \) fixed: correlation of the vibrations of conformational isomers, for example, gauche conformation \( \rightarrow \) anti conformation of butane molecule;
4. Changes in \( (N) \) \( (X) \) \( R, M \) and \( K \): correlation of the vibrational spectra of structurally related compounds, for example, \( \text{methane} \rightarrow \text{ethane}. \)

In our previous work,[b] problem 1 has been solved by defining a mass reaction coordinate that connects a pair of isotopomers in terms of vibrational frequencies. We have also performed extensive work related to problem 2 which involves the studies of reaction mechanism with the reaction path Hamiltonian combined with our unified reaction valley approach.[7–8] According to the McIver-Stanton rules,[9–12] the reaction complex can only change its symmetry at a stationary point (local minimum or first-order saddle point), otherwise the symmetry is kept along the reaction path. In this connection, \( 3N - L - 1 \) generalized normal modes of the reactant complex and the product complex are correctly correlated with regard to the reaction coordinate \( s \). Problem 3 is closely linked to problem 2 because the conformational change of a molecule from one local minimum to another local minimum on the ground state potential energy surface (PES) requires an
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energy barrier. In this regard, a conformational change can be
classified as a reaction without bond breaking/formation.

From the number of quantities that can vary, problem 4 is
considered to be the most complicated and general situation.
Theoretically speaking, problem 4 covers problems 1–3, while
problems 2–3 can be solved in a specialized approach. How-
ever, a generalized algorithm for the automated correlation of
vibrational spectra of any pair of structurally related com-
pounds needs to solve all of the four problems.

To do so, we define a mutation path, which allows the correla-
tion of the normal vibrational spectra of two molecules, even
when they differ in the number of atoms \(N\). In the second sec-
tion, we will describe the theory of the mutation path and pre-
sent test examples. In the third section, we adopt the idea of
the one-to-one correlation of normal modes via a mutation path and
extend this procedure to local vibrational modes to decipher fur-
ther electronic structure details and characterize the similarity of
the two molecules. Computational details will be given in the
fourth section while the conclusions are made in the last section.

**Correlation of Normal Vibrational Modes Based on a Mutation Path**

**Definition and use of mutation path**

If an atom of a molecule is replaced by another atom or a
polyatomic substituent, a change in the point group symmetry
of the molecule can take place. Changes in \(N\), the atomic
masses, the geometry and the potential energy have also to
be considered so that significant changes of the vibrational
spectrum are the rule rather than the exception. For the corre-
lation of the corresponding spectra, these changes are applied
to the starting spectrum stepwise. Given the information of
the parent molecule \(A\) and the target molecule \(B\), we can
define a new type of reaction as “mutation” which describes
the transition process from \(A\) to \(B\), even if \(A\) and \(B\) differ in \(N\)
\((N_A \leq N_B\) is required), \(R, X, M,\) and \(K\). However, \(A\) and \(B\) should
be structurally related. To design an appropriate mutation reaction path, the following aspects have to be considered:

1. How is the reaction coordinate of a mutation path defined?
2. How is the geometry \(R\) changed from the reactant mole-
cule \(A\) to the product molecule \(B\) with regard to the reaction coordinate?
3. How does the symmetry \(X\) change along with the chang-
ning geometry \(R\)?
4. How does the mass \(M\) change, especially when an atom
is replaced by a polyatomic substituent?
5. How is the electronic structure changed without doing
\textit{ab initio} calculation in each step along the mutation path?
Can we get a realistic description of the electronic
structure between two different molecules? If not, how
to simulate it in a reasonable approach?

6. How to resolve the problem of allowed crossing and
avoided crossing between modes when they have
degenerate frequency values in the mutation path?

Unlike the chemical reaction path that can be theoretically
characterized by the intrinsic reaction coordinate\(^{[13]}\) where we
use the mass-weighted collective atomic displacements as the reaction coordinate \(s\), here we use a scalar \(\lambda\) ranging from 0
to 1 connecting the reactant \(A\) and the product molecule \(B\) at
two ends. With the increase of \(\lambda\), each quantity including the
mass, geometry, and electronic structure is required to simulta-
neously change in a linear form.

The change of the geometry \(R\) is the most complicated part
of the mutation path. As all quantities change along the muta-
tion path, we need to distinguish two situations: (i) \(N_A = N_B\),
the number of atoms does not change. (ii) \(N_A < N_B\), the target
target molecule “grow” from the parent molecule.

In the first situation, for example, \(A = H_2O, B = H_2S\), we do
not expect major differences in geometry between these two
molecules, as the connectivity stays the same. At any point \(\lambda\)
along the reaction path, the geometry can be easily given as a
linear combination from that of \(A\) and \(B\):

\[
R_\lambda = R_A + \lambda(R_B - R_A)
\]

(1)

In the second situation of \(N_A < N_B\), we need to compare \(R_A\)
and \(R_B\) and find the common substructure \(a_0\) and \(b_0\) within \(A\)
and \(B\). Then, atom(s) within \(A\) need to be found that is(are)
not within \(a_0\), denoted as \(a'_i\). \(a'_i\) is considered as the root of
growth geometry toward \(B\), here \(i\) is the label of root. The
number of roots can be more than one, depending on the dif-
ference between \(R_A\) and \(R_B\). Parts within \(B\) but not in \(b_0\) are
taken as \(b'_i\), \(b'_i\) is the direct consequence from growth starting
from root \(a'_i\). So at any point \(\lambda\) along the reaction path, the geometry is:

\[
R_\lambda = R_{a_0} + \lambda(R_{b_0} - R_{a_0}) + \sum_i (R_{a'_i} + \lambda(R_{b'_i} - R_{a'_i}))
\]

(2)

with \(A = \{a_0, a'_1, a'_2, \ldots\}, B = \{b_0, b'_1, b'_2, \ldots\}\). To show how this
works, we take \(A =\) Methane, \(B =\) Ethane. See Figure 1, in this
mutation process, we have methane as the reactant molecule \(A\),
ethane as the product molecule \(B\). The common substructure \(a_0\)
\((b_0)\) in both molecules is the methyl group on the left side (col-
ored in black). The root of growth \(a'_1\) in the reactant molecule is the
hydrogen atom on the right side of methane (colored in purple).
The part \(b'_1\) in ethane grown from the root \(a'_1\) is the methyl

group on the right side (colored in red). So in this mutation
path, three parallel mutation events are taking place: (i) The
lengthening of \(C-H\) bond of \(A\) into \(C-C\) bond of \(B\), (ii) The
growth of \(C-H\) bond in \(b'_1\) starting from \(0\) \(A\), and (iii) The relaxa-
tion and adjustment of the substructure \(a_0\) to \(b_0\).

One has to bear in mind that not any two arbitrary mole-
cules can be correlated in such a way in geometry. For exam-
ple, it would be rather difficult to let the methane molecule
grow into a steroid molecule in one step. This reemphasizes a
precondition of the mutation process in the second situation
with different numbers of atoms that a common substructure
should exist in both the reactant and the product.

Immediate change of geometry \(R\) from the reactant mole-
cule will lead to the change of the symmetry \(X\) provided the
reactant molecule has a symmetry higher than C1. In this case, the symmetry will decrease right away when the mutation path starts. In the mutation shown in Figure 1, the symmetry of the reactant will decrease immediately from \( T_d \) to \( C_{3v} \), starting at the first step along the reaction path. Along the whole mutation path, the \( C_{3v} \) symmetry will be kept, until the product molecule ethane is reached, which has \( D_{3d} \) symmetry.

With regard to the change of mass \( M \), we need also to distinguish between two situations like for the change of geometry \( R \); (i) \( N_a = N_B \); (ii) \( N_a < N_B \). In the first situation, there exists a one-to-one relationship of atoms between reactant molecule and product molecule, for example, \( H_2O \) and \( H_2S \). The mass of any point along the reaction path \( \lambda \) is given by

\[
M_i = M_a + \lambda (M_b - M_a)
\]  

(3)

In the second situation, the common substructure, \( a_0 \) and \( b_0 \) will keep its mass unchanged along the mutation path. We need to additionally differentiate the atom within \( b' \) which will replace \( a'_i \), we call it \( b'_0 \), while the other part within \( b' \) is \( b''_i \) which comes to existence from massless vacuum. At the same time, \( b'_i = (b'_0, b''_i) \). Then, the mass of \( \lambda \) can be expressed as:

\[
M_i = M_{a_0} + \sum_j (M_{a_j} + \lambda (M_{b'_j} - M_{a_j}) + \lambda M_{b''_j})
\]  

(4)

To illustrate this with the methane to ethane example in Figure 1, the methyl group colored in black keeps its mass unchanged. The mass of hydrogen atom in purple gradually changes into the mass of a carbon atom, while the mass of hydrogen atoms in red color increases from zero to the atomic mass of hydrogen.

One major problem that might hinder us from following this mutation path is how can we describe the electronic structure of the mutation complex at each point on the path. This implies to answer the following questions: (i) How can we describe a system with unreasonable bond length which is close to zero? (ii) How can we describe a system having a fractional number of electrons? In molecular mechanics (MM), there exists a solution provided by Zwanzig in the free energy perturbation calculations\(^{[14]}\) by adjusting the force field parameters stepwise in the course of the molecular dynamics simulations. Unfortunately, we have no such \( \textit{ab initio} \) methods that can work in this situation. However, we can use a mathematical trick by taking a linear combination of the Hessian matrices of the reactant and product molecules to define an intermediate Hessian matrix for any point along the mutation path.

The dimension of \( K_a \) differs from that of \( K_b \) if \( N_a \neq N_b \). To get rid of this inconsistency, we pad \( K_b \) with zeros to the same dimension as \( K_a \). Those atoms which are not present in the reactant molecule do not influence the electronic structure of the reactant molecule at the early stage of the mutation path as \( \lambda \) is small. Thus, in the beginning, the vibrational spectrum is dominated by the reactant molecule with little influence from the atoms which are not present in A. So in this way, the change of electronic structure is described in a reasonable way.

Another problem that needs to be addressed is that there might be a discrepancy between the reactant molecule and the mutation complex at the first step of the mutation path as the number of atoms and symmetry both change at that point. However, this problem can be solved via a catastrophe point, where the introduced perturbation from the mass and electronic effect is so small that a smooth transition from reactant molecule to the mutation path can be established. From Table 1 for the mutation path of methane \( \rightarrow \) ethane, we see that even though 9 new vibrations come to exist due to three new atoms introduced in, vibrations from the methane as the reactant retain themselves quite well in the beginning of the mutation process.

The Wilson equation of vibrational spectroscopy\(^{[15]}\) has to be solved at each point using the intermediate Hessian \( K_\lambda \) along the mutation path to guarantee a continuous description connecting two structurally related molecules.

At a given point, \( \lambda_0 \) of the mutation path, which is defined by the mutation path coordinate \( \lambda \), corresponding normal modes \( l_i(\lambda_0) \) and their associated normal mode vibrational frequencies \( \omega_{l_i}(\lambda_0) \) are obtained via solving

\[
K(\lambda_0) l_i(\lambda_0) = \omega_{l_i}(\lambda_0)^2 l_i(\lambda_0)
\]  

(6)

which gives \( N_{\text{vib}} = 3N_a - L \) (\( L \): number of translations and rotations) eigenvectors with the length of \( 3N_a \) spanning the \( N_{\text{vib}} \)-dimensional space. For any two consecutive points, \( \lambda_a \) and \( \lambda_b \) separated by the mutation path coordinate increments

\[
\delta \lambda = \frac{1}{f} \Rightarrow \frac{1}{f}
\]  

(7)

\( f \) is a scaling factor ranging from 1000 to 10,000. The value of \( f \) determines the mutation path stepsize \( \delta \lambda \). Equation (6) is solved:

\[
K_a a_i = (\omega_{a_i}^2) a_i
\]  

(8)

\[
K_b b_i = (\omega_{b_i}^2) b_i
\]  

(9)

In these two equations, \( a_i \) and \( b_i \) are the mass-weighted normal mode vectors calculated at \( \lambda_a \) and \( \lambda_b \), respectively.

In the case of degenerate frequency values at a specific point on the path, namely \( \omega_{a_i} = \omega_{b_i} \), we need to obtain a correct ordering of normal modes at this point, especially when the whole mutation complex has a symmetry higher than C1.
In this situation, we use the diabatic mode ordering (DMO) procedure \cite{ref1} which was proposed by Konkoli et al. With DMO, we can resolve allowed- and avoided-crossings which might appear in the frequency values along the mutation path. To correlate the vibrational modes at \( \lambda_a \) and \( \lambda_b \), the overlap between normal mode vectors is maximized via rotation. We collect the mode vectors \( a_i \) and \( b_i \), into matrices \( A \) and \( B \):

\[
A = (a_1, a_2, \ldots, a_n, \ldots, a_{N_A}) \tag{10}
\]

\[
B = (b_1, b_2, \ldots, b_m, \ldots, b_{N_B}) \tag{11}
\]

the overlap matrix between \( A \) and \( B \) is given by the scalar product

\[
S_{BA} = B^T A \tag{12}
\]

Matrix \( T \) used for rotation is defined

\[
T = (S_{BA} S_{BA}^{-1})^{1/2} S_{BA}^\dagger \tag{13}
\]

which fulfills the following condition

\[
\text{Tr}(B B^\dagger) = \text{max} \tag{14}
\]

with

\[
B = B^\dagger = AT \tag{15}
\]

and

\[
TT^\dagger = I \tag{16}
\]

Matrix \( B^\dagger \) is an image of matrix \( B \) rotated by \( T \) in the space of \( V^A \). There is no transformation \( T \) that can lead to \( B^\dagger = B \) because \( a_i \) and \( b_i \) span different spaces of \( V^A \) and \( V^B \), respectively.

To relate \( N \) normal mode vectors \( b_i \), in the space of \( V^B \) with subspace \( V^A \) of dimension \( N_i \) (\( i = 1 \): non-degenerate vibrational mode; \( 2, 3, \ldots \): degenerate vibrational modes), an amplitude is defined

\[
A^A_i = \frac{1}{N_i} \sum_{p=1}^{N_i} \bar{\tau}_{i,\mu} \tag{17}
\]

\( N_i \) normal mode vectors \( b_i \) having the largest amplitude \( A^A_i \) are assigned to subspace \( V^A \). This procedure of finding the image vectors of \( b_i \) as \( b^A_i \) in the space of \( V^A \), is the only solution to connect vectors in the space of \( V^A \) and \( V^B \).

Then, vectors \( a_i \) in the subspace \( V^A_i \) are rotated by

\[
a^\mu_i = \sum_{i=1}^{N_i} a_i R^\mu_{i,\mu} \tag{18}
\]

rotation matrix \( R^\mu \) is associated with the subspace \( V^A_i \)

\[
R^\mu = (S^B_{BA})^{1/2} (S^A_{BA})^\dagger \tag{19}
\]

where \( S_{BA} \) is the overlap matrix for the subspace \( V^A_i \)

\[
(S^B_{BA})_{\mu,\nu} = b^\mu_i a_{\nu i}, \quad \mu, \nu = 1, \ldots, N_i \tag{20}
\]

Thus, degenerate normal modes spanning the subspace \( V^A_i \) can be guaranteed to give a correct ordering.

To test the ordering results, one can calculate the final overlap matrix \( S_{BA} \) which is expected to be close to diagonal identity matrix.

\[
(S_{BA})_{\mu,\nu} = b^\mu_i a_{\nu i} \tag{21}
\]

Then the smallest value in \( S_{BA} \) is checked. If it is smaller than the threshold \( S_{min} = 0.95 \), the assignment and ordering is considered to be weak. In this situation, the mutation path is repeated with smaller step size \( \delta \).

In the following, we will discuss the validation of the proposed mutation path procedure in a series of examples with increasing complexity with regard to the five quantities that determine the vibrations.

**Example 1: CHBrClF enantiomers**

The first example is the mutation path for \((\text{S})\)-bromo-chloro-fluoromethane \( \rightarrow \) \((\text{R})\)-bromo-chloro-fluoromethane. The reactant and the product have the same number of atoms, \( N_R = N_B \). Both have \( C_1 \) symmetry.

Being a pair of enantiomers, the reactant and the product molecules are identical in their electronic structure except that they are the mirror image to each other. So the same normal vibrational frequency values are expected for \( \lambda = 0 \) and \( \lambda = 1 \). Experimentalists who do vibrational spectroscopy might argue that it is not possible to differentiate between such enantiomers. However, we show that the vibrational spectra of a pair of enantiomers can be correlated with a mutation path.

In the specific geometry of the CHBrClF molecule, there can be up to \( C(4, 2) = 6 \) possible pathways of mutation by switching any two atoms besides the central carbon atom. In this work, we choose to mutate the \( C_1 \) and \( H \) atoms while keeping the other atoms intact.

As one can see from correlation of the vibrational frequencies (Fig. 2), the whole mutation path is symmetric with regard to \( \lambda = 0.5 \). Even though the entire path has the symmetry of \( C_1 \), \( C_1 \) symmetry is identified at the middle point. All

\[\text{Table 1. Vibrational frequencies of methane and the mutation complex at the catastrophe point close to methane (unit: cm}^{-1} \text{).}\]

<table>
<thead>
<tr>
<th>No.</th>
<th>Methane</th>
<th>Methane + ( \delta \lambda )</th>
<th>No.</th>
<th>Methane</th>
<th>Methane + ( \delta \lambda )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>–</td>
<td>313.21</td>
<td>10</td>
<td>–</td>
<td>2107.41</td>
</tr>
<tr>
<td>2</td>
<td>–</td>
<td>1253.57</td>
<td>11</td>
<td>–</td>
<td>2107.41</td>
</tr>
<tr>
<td>3</td>
<td>–</td>
<td>1253.57</td>
<td>12</td>
<td>3047.26</td>
<td>3046.18</td>
</tr>
<tr>
<td>4</td>
<td>1356.01</td>
<td>1356.03</td>
<td>13</td>
<td>3163.20</td>
<td>3160.19</td>
</tr>
<tr>
<td>5</td>
<td>1356.01</td>
<td>1356.22</td>
<td>14</td>
<td>3163.20</td>
<td>3163.17</td>
</tr>
<tr>
<td>6</td>
<td>1356.01</td>
<td>1356.22</td>
<td>15</td>
<td>3163.20</td>
<td>3163.17</td>
</tr>
<tr>
<td>7</td>
<td>1578.51</td>
<td>1578.35</td>
<td>16</td>
<td>–</td>
<td>4197.70</td>
</tr>
<tr>
<td>8</td>
<td>1578.51</td>
<td>1578.35</td>
<td>17</td>
<td>–</td>
<td>4197.70</td>
</tr>
<tr>
<td>9</td>
<td>–</td>
<td>1867.76</td>
<td>18</td>
<td>–</td>
<td>4246.55</td>
</tr>
</tbody>
</table>

[a] \( \delta \lambda \) is taken as 1/4000 of the whole mutation path, and this is the first point on the path next to methane as the reactant molecule.
vibrational modes along the path have the \( \alpha \) symmetry. This leads to multiple avoided-crossings between vibrational modes at \( \lambda = 0.01, 0.02, 0.06, 0.16, 0.5 \) in the first half of this path. We need to note that at \( \lambda = 0.5 \), vibration 1 and 2 are not degenerate. Vibration 9 has the most striking change along the path. By checking the normal mode character of this vibration, we find that the nature of this mode is of \( \text{C} = \text{H} \) bond stretching character and it is decoupled from the rest of the molecule. The drastic change can be explained in the following way. At \( \lambda = 0 \), the \( \text{C} = \text{H} \) stretching in vibration 9 is decoupled from other local modes due to the tiny mass of the \( H \) atom compared with the halogen atoms. When the mutation proceeds from the reactant, the \( H \) atom slowly gains the properties of the \( Cl \) atom, including its atomic mass. As a result, vibration 9 will have other local modes mixed in causing the loss of the decoupling effect. At the same time, the \( Cl \) atom reduces its atomic mass. To the middle point, the original \( H \) and \( Cl \) atoms are the same in the way that they become a virtual atom as \( X = (H + Cl)/2 \). When the mutation continues, the \( X \) atom coming from \( Cl \) changes into the \( H \) atom, thus the decoupled \( \text{C} = \text{H} \) vibration is brought back while the other \( X \) atom turns into \( Cl \).

Example 2: Benzene (\( \text{C}_6\text{H}_6 \)) \( \rightarrow \) fluoro benzene (\( \text{C}_6\text{H}_5\text{F} \))

The second example is the mutation path of benzene\( (\text{C}_6\text{H}_6) \rightleftharpoons \) fluoro benzene\( (\text{C}_6\text{H}_5\text{F}) \), in which we still have \( N_A = N_B \), but \( A \) has a higher symmetry than \( B \). The symmetry of each normal mode along the mutation path can be resolved by the DMO method.

It is illustrated in Figure 3 that the benzene molecule with \( D_{6h} \) symmetry can be linked to the fluoro benzene molecule in its \( C_{2v} \) symmetry via a mutation path. As both the reactant and product have 12 atoms, there are in total 30 normal vibrational modes. Thus, a one-to-one relationship between these two sets of normal modes can be established. In the top diagram of Figure 3, the symbols of irreducible representation are labeled for the five vibrations with highest frequency values. These five vibrations retain themselves quite well along the mutation path, and no crossings are observed. For the vibration with \( b_{2u} \) symmetry in the reactant and \( a_t \) symmetry along the path, it has the largest decrease in the frequency value. Examination of this normal mode shows that the mode character changes from the anti-symmetric \( \text{C} = \text{H} \) bond stretching mode within the benzene molecule into deformation mode of the \( C_6 \) ring within the fluoro benzene molecule. In the lower frequency region (200–1700 cm\(^{-1}\)) shown in the bottom diagram of Figure 3, many allowed crossings between normal modes in different symmetries can be observed. One interesting observation is that some normal mode can cross up to eight other modes along the mutation path. Such a sophisticated crossing behavior can never be expected if one inspects the vibrational frequency values measured by the infrared or Raman spectrometer. Furthermore, all two-fold degenerate vibrations (marked with a small circle) on the reactant side lose their degeneracy by splitting into two vibrations with different symmetries along the mutation path.

Example 3: Methane (\( \text{CH}_4 \)) \( \rightarrow \) ethane (\( \text{C}_2\text{H}_6 \))

The one-to-one relationship between the normal modes of two molecules will only be partially preserved if the molecule \( B \) has more atoms than the molecule \( A \), namely \( N_A < N_B \). In the mutation path of methane (\( \text{CH}_4 \)) \( \rightarrow \) ethane (\( \text{C}_2\text{H}_6 \)), one of the hydrogen atoms within methane grows into a methyl group (-\( \text{CH}_3 \)) via mutation (see also Fig. 1). As ethane has 8 atoms while methane has only 5 atoms, \( 3 \times 3 = 9 \) additional vibrations are brought in since the beginning of the mutation path. In the frequency correlation diagram in Figure 4, the frequencies of these nine vibrational modes are plotted with dashed lines, which need to be distinguished from the other nine solid lines. Those solid lines show the change of frequency values of the vibrations originated from the methane molecule as the reactant.

To find out these nine normal modes that belong to the parent molecule, the scalar product of the normal mode vectors between the reactant molecule and the mutation complex at the catastrophe point along the mutation path is calculated to get the overlap measurement.

\[
I_{A_{\mu}} I_{B_{\nu}}^{(\mu \nu)} = s_{\mu \nu}
\]

in which \( \mu = 1, \ldots , 3N_A - L; \nu = 1, \ldots , 3N_B - L \) (\( L \) total number of translations and rotations). Furthermore, \( I_{A_{\mu}} \) is a vector of normal mode \( \mu \) in the reactant \( A \), while \( I_{B_{\nu}}^{(\mu \nu)} \) is a vector of normal mode \( \nu \) at the catastrophe point of the mutation path. Zeros are used to pad in \( I_{A_{\mu}} \) to make it have the same length for \( I_{B_{\nu}}^{(\mu \nu)} \). If the overlap value \( s_{\mu \nu} \) is greater than 0.95, then normal mode \( \mu \) can be smoothly correlated with normal mode \( \nu \) (see Table 1).

On the left side of Figure 4, in total nine vibrational modes from the parent molecules are labeled from 1 to 9 with symmetry and numbering. Although three-fold degenerate vibrations have the same frequency values, they are still numbered for differentiation. On the right side which stands for the product molecule, all 18 vibrations are labeled as for the reactant side according to the ordering of frequency value. However,
the mutation path is given by

$$\delta(\lambda_0) = C\Delta(\lambda_0)(\mathbf{M}^0(\lambda_0))^{-1/2}$$  \hspace{1cm} (24)

The atomic polar tensor (APT) matrix at the point $\lambda_0$ is denoted with $\Delta(\lambda_0)$. It has the dimension of $3\times 3 N_a$ and contains the dipole moment derivatives with regard to the displacement in Cartesian coordinates.$^{17,20}$

We need to note that the APT matrix along the mutation path is constructed in a similar way via linear combination as the Hessian matrix is constructed (see eq. (5)).

$$\Delta_3 = \Delta_A + \lambda(\Delta_B - \Delta_A)$$  \hspace{1cm} (25)

Reduced mass matrix $\mathbf{M}^0(\lambda_0)$ is diagonal by collecting $m^0_{\mu}(\lambda_0)$ as its diagonal elements

$$m^0_{\mu}(\lambda_0) = \hat{I}^0_{\mu}(\lambda_0) I_{\mu}(\lambda_0)$$  \hspace{1cm} (26)

In this work, the normal mode intensity $I_{\mu}(\lambda_0)$ is given in the unit of km/mol. The conversion factor $C$ in eq. (24) is 31.22307.

After calculating the mutation path of methane $\rightarrow$ ethane with IR intensities taken into consideration, four snapshots of IR spectrum along the path were taken at $\lambda = 0.334, 0.667, 1$ (Fig. 5). Although only the IR spectrum diagrams at the point $\lambda = 0$ and $\lambda = 1$ can be directly compared with experimental data, those intermediate spectrum snapshots are still helpful to visualize how each absorption peak evolves along the mutation path.

In the IR spectra shown in Figure 5, absorption peaks originated from the reactant (methane) molecule are colored in red, while the others are colored in blue. This color scheme is kept along the mutation path due to the correct ordering of normal modes by the DMO approach.$^{16}$ In the methane molecule, only two peaks are observed, where either peak is three-fold degenerate. The other three vibrations including $e(4, 5)$ and $a_1(6)$ are all IR inactive. At the point of $\lambda = 0.334$, splitting is observed for $t_2(1, 2, 3)$ and $t_2(7, 8, 9)$. Vibrations coming from the growing methyl group have started to play a role. At

Among all normal modes along the path, the $a_1(6)$ mode on the reactant side has the largest change in the vibration frequency value. This mode describes the symmetric stretching of 4 $C$–$H$ bonds in methane. Then it turns into a symmetric combination of two pyramidalization modes of two methyl groups in ethane, denoted as $a_2g(8)$. Both allowed- and avoided-crossings are observed in this path. Furthermore, any three-fold degenerate vibration is split into a non-degenerate vibration and two-fold degenerate vibrations.

Besides the vibrational frequencies which can be obtained either from experimental measurement or ab initio calculations, it could be interesting if we can correlate directly the vibrational spectra of two molecules, that is, the infrared (IR) spectrum including both the vibrational frequency and the IR intensity with mutation path.

The IR intensity of normal mode $\mu$ at a given point $\lambda_0$ on the mutation path is given by$^{17,18}$

$$I_{\mu}(\lambda_0) = \hat{I}_{\mu}(\lambda_0) I_{\mu}(\lambda_0)$$  \hspace{1cm} (23)

where $\hat{I}_{\mu}(\lambda_0)$ denotes the dipole derivative vector of the normal mode $\mu$. Matrix $\delta(\lambda_0)$ collects $\delta_{\mu}(\lambda_0)$ for all normal modes.

Figure 3. Correlation of normal mode frequencies of benzene (left) with that of fluorobenzene (right) along the mutation path. Irreducible representations of normal modes are labeled on both sides. Top: Diagram of all vibrational frequencies. Bottom: Diagram of the low frequency part (200–1700 cm$^{-1}$). [Color figure can be viewed at wileyonlinelibrary.com]

Figure 4. Correlation of normal mode frequencies of methane (left) with that of ethane (right) along the mutation path. Irreducible representations of normal modes are labeled on both sides. Vibrations arising from the growth are plotted with dashed lines and labeled in gray color. [Color figure can be viewed at wileyonlinelibrary.com]
At \( \lambda = 0.667 \), we can hardly see any IR active vibrations below 2000 cm\(^{-1} \) coming from the methane molecule. One of the three blue peaks in that region is vanishing. The intensities of the blue peaks in the high frequency region are increased. At the end of the mutation path, all red peaks have vanished, leaving only four blue peaks. This result shows that all of the IR active peaks in ethane are not originated from the IR active vibrations in methane, instead they come from the geometry growth.

Apart from methane and ethane, such a correlation extended to the IR spectra can be generalized to other molecules and it can provide experimental chemists with a physically meaningful interpretation of the relationship of vibrations between two structurally related compounds.

**Normal mode correlations and their limitations**

In the previous subsections, we have correlated the normal vibrational spectra of two structurally related molecules using a mutation path. Each normal vibrational mode \( \mu \) in molecule A has its counterpart \( \mu' \) in molecule B. The normal vibrational frequency values can be denoted as \( \omega_\mu (A) \) and \( \omega_{\mu'}(B) \), respectively. The frequency shift from \( \mu \) to \( \mu' \) is unambiguously calculated by \( \Delta \omega_{\mu-\mu'} = \omega_{\mu'}(B) - \omega_\mu (A) \).

Independent of the mutation path, chemists have been adopting the idea of normal mode correlation utilizing the concept of normal mode frequency shifts \( \Delta \omega_{\mu-\mu'} \) explicitly or implicitly in various research scenarios in which an external perturbation of the targeted system can be characterized. Many studies have been reported on the red- and blue-shift of vibrations involving covalent X–H bond (X = O, F, or N) stretchings when they participate in non-covalent interactions, that is, hydrogen bonding. Such applications using the frequency shift values of a specific normal mode are based on the fact that the perturbation of the electronic structure of the targeted system is revealed via the shift values, thus providing chemical insights from the vibrational spectra.

In a series of studies related to the “vibrational stark effect,” Boxer and his coworkers suggested that the C=O bond stretching mode in the carbonyl group and the C≡N bond stretching mode in nitriles are decoupled from other vibrations and thus can be correlated among different chemical systems containing this specific bond. Furthermore, they discussed a linear correlation between the normal mode frequency shift of these probe bonds \( \Delta \omega_{\mu-\mu'} \) and the strength of the external electric field exerted on the molecule containing these bonds. The catalytic power of the ketosteroid isomerase was explained using their model. Recently, a similar approach has been applied by Mani and coworkers to characterize the localization and delocalization of electrons in anions.

Another example in this regard is the Tolman Electronic Parameter. Tolman used the shift of the A\(_1\)-symmetrical CO stretching mode in [Ni(CO)](L) (L = PR\(_3\)) complexes as an indirect measure of the Ni—L bond strength assuming that (a) the A\(_1\)-symmetrical CO stretching is fully decoupled and (b) it reflects the strength of the Ni—L bonding.
Given these applications of normal mode correlation, the underlying rationale can be summarized as follows. Any attempt to obtain chemical insights by correlating specific normal mode(s) among different systems has to fulfill the following two requirements:

- The absorption peak of the targeted vibrational mode should be distinctive in both the position of the peak (frequency) and the spectroscopic intensity of the vibration. The bond stretching modes having large vibrational frequencies are preferred than angle bending and torsion modes whose frequencies are smaller and prone to be obscured. Furthermore, the IR intensities of these stretching modes range from medium to strong, caused by the significant change in the dipole moment;
- These normal modes should be decoupled from the rest of the molecule and free from the problem of mode coupling. In other words, they are in a way "localized" to a specific part of a molecule and characterize its electronic structure via vibrational frequency values. Only in this way, the comparison of the vibrational frequencies for these spectator modes can make sense.

These two requirements, however, hinder the general applicability of normal mode correlation in contrast to the fact that vibrational spectroscopy is able to characterize the electronic structure of a molecule in a comprehensive manner. Only a small fraction of the abundant information obtained from vibrational spectroscopy is being used by chemists, therefore a way to rediscover the valuable information from the vibrational spectroscopy is needed.

This is presented in the next section of this work, introducing the theory of local vibrational modes which provides a novel approach for utilizing vibrational spectroscopy data in a general, meaningful way.

A Novel Measure of Molecular Similarity Based on Local Vibrational Modes

Theory of local vibrational modes and new similarity measure

In 1998, Konkoli and Cremer did a seminal work on determining the local vibrational modes directly from normal vibrational modes by solving the mass-decoupled Euler-Lagrange equations. Zou and Cremer’s recent work has proved that these local vibrational modes are the only and unique counterparts of the normal modes that can be obtained by solving the Wilson equation of vibrational spectroscopy.

First, the Wilson equation of vibrational spectroscopy is solved in eq. (27):

\[ F^t L = M L \Lambda \]  

(27)

where \( F^t \) is the Hessian matrix expressed in Cartesian coordinates, \( M \) is the mass matrix, \( L \) collects all normal mode vectors \( I_i \) in columns and \( \Lambda \) is a diagonal matrix collecting corresponding eigenvalues \( \lambda_i \). Harmonic vibrational frequencies \( \omega_i \) are calculated according to \( \lambda_i = 4\pi^2 c^2 \omega_i^2 \).

Then, the Hessian matrix can be transformed into normal coordinates as \( K \):

\[ L^t F^t L = K \]  

(28)

In the framework of the local vibrational mode theory, each local mode is associated with an internal coordinate parameter \( q_n \) which drives the local mode as the leading parameter. The local mode vector \( a_n \) is given by

\[ a_n = \frac{K^{-1} d_n}{d_k K^{-1} d_n} \]  

(29)

where \( d_n \) is a row vector in matrix \( D \), which collects the normal mode vectors in internal coordinate. The local mode force constant \( k_n^a \) of mode \( n \) (superscript \( a \) means adiabatically relaxed, i.e., local mode) is thus obtained

\[ k_n^a = a_n^t K a_n \]  

(30)

The reciprocal diagonal element \( G_{nn} \) of the \( G \)-matrix defines the reduced mass of local mode \( a_n \). The local vibrational frequency \( \omega_n^a \) can be determined by

\[ (\omega_n^a)^2 = \frac{1}{4\pi^2 c^2} k_n^a G_{nn} \]  

(31)

Since 2012, we have been applying the theory of local vibrational modes to characterize the intrinsic bond strength of various chemical bonding scenarios covering both covalent bonds and also non-covalent interactions. In these studies, we have focused on the local bond stretching modes with their local mode properties including the local stretching force constant and the local stretching frequency.

In this work, we explore the potential of local vibrational modes of characterizing the electronic structure of structurally related molecules by correlating their local vibrational modes. Motivated by the normal mode correlation discussed in the last section, we find the local modes are better suited for such a correlation. Given two structurally-related molecules \( A \) and \( B \) with their common substructure \( a_0 \) and \( b_0 \) and specifying an internal coordinate parameter \( q_0 \) within \( a_0(b_0) \), the corresponding local vibrational modes can be obtained as \( a \) and \( a' \).

As this pair of local vibrational modes characterizes the curving of the PES of molecules \( A \) and \( B \) in a specific direction defined by the same internal coordinate parameter \( q_0 \), as the leading parameter, the local vibrational mode \( a \) in \( a_0 \) can be compared with local vibrational mode \( a' \) in \( b_0 \). So the local vibrational mode frequency \( \omega_a \) for \( a \) and \( \omega_{a'} \) for \( a' \) can be directly compared, leading to the local mode frequency shift \( \Delta \omega_{a \rightarrow a'} = \omega_{a'}(B) - \omega_a(A) \) as the local equivalent to the normal mode frequency shift \( \Delta \omega_{a \rightarrow a'} \). The major difference between \( \Delta \omega_{a \rightarrow a'} \) and \( \Delta \omega_{a \rightarrow a'} \) is that \( \Delta \omega_{a \rightarrow a'} \) can characterize the local properties of the electronic structure while \( \Delta \omega_{a \rightarrow a'} \) cannot, due its delocalized nature.
In this way, the local mode frequency shift $\Delta \omega_{ab-c}$ can be used to describe the difference/similarity of the electronic structure in structurally-related molecules sharing a common substructure. A large amplitude of $\Delta \omega_{ab-c}$ represents a large difference of the local electronic structure and a small amplitude of $\Delta \omega_{ab-c}$ indicates higher similarity. The sign of $\Delta \omega_{ab-c}$ determines red- or blue-shift.

In the following part of this work, we will use three examples to illustrate the application of the local mode correlation and the related local mode frequency shift $\Delta \omega_{ab-c}$ as a similarity measure.

Example 1: Aspirin and its derivative SJ103

In this example, we use the aspirin molecule and its derivative named as “SJ103” to illustrate how the local mode frequency shift characterizes the difference in the electronic structure of these two molecules in a comprehensive manner.

Figure 6 shows the 2D scheme and ball-and-stick representation of aspirin (top) and its derivative SJ103 (middle). By comparing these two structures, a common substructure can be derived (bottom) so that the X in red color can be either a H atom or the functional group as $-\text{CH}_2\text{CH}=\text{CH}-\text{Ph}$. Furthermore, X is excluded from the substructure and local mode analysis.

For the substructure in question, in total 20 bonds, 25 bond angles, and 9 dihedral angles constitute a non-redundant set of 54 parameters (see Table 2). The local vibrational frequency corresponding to each internal coordinate parameter is calculated for aspirin and SJ103 as $\omega_a(A)$ and $\omega_d(B)$. At the same time, the local mode frequency shift $\Delta \omega_{ab-c}$ is calculated.

If we take a closer look at the absolute values/amplitudes of $\Delta \omega_{ab-c}$, several interesting observations should be noted. (1) The local mode frequency shifts for bonds are relatively smaller than those for bond angles and dihedrals. (2) Chemical bonds with $|\Delta \omega_{ab-c}|$ less than 0.8 cm$^{-1}$ include 1-12, 6-8, 7-9, 7-14, 8-15, 8-10, 9-10, 10-17, and 13-20. Most of these bonds are located in the six-membered ring of the substructure. (3) The C$\rightarrow$O bond with largest $|\Delta \omega_{ab-c}|$ is 2-11 while the

![Figure 6. Structure of aspirin (top), aspirin derivative SJ103 (middle) and their common substructure (bottom). (Color figure can be viewed at wileyonlinelibrary.com)]
C–C bond with largest $\Delta \omega_{a-b}$ is 6–11. The variation in $X$ has a direct influence on 11-2 bond because O2 atom is covalently linked to $X$. The $\pi$-electron delocalization among atoms O2, O3, C11, and C6 within the phenyl ring leads to a secondary effect on the electronic structure of 6-11 bond. (4) Bond angles whose $|\Delta \omega_{a-b}|$ less than 10 cm$^{-1}$ include 6-5-7, 1-12-4, 4-12-13, 12-13-19, 18-13-20, 5-7-14, 14-7-9, 7-9-16, 7-9-10, 16-9-10, 9-10-17, 9-10-8, 17-10-8, 10-8-15, and 15-8-6. More than half of these angles are related to the C6 ring. (5) The largest $|\Delta \omega_{a-b}|$ in bond angles is related to 6-5-1 (131.6 cm$^{-1}$) and 11-6-5 (63.4 cm$^{-1}$). Angle 11-6-5 has the change in the electronic structure, which has been explained by $\pi$-electron delocalization in (3). However, for angle 6-5-1, it is largely influenced by the repulsion force between O2 and O1. The variation in $X$ will have an effect on this repulsion interaction, thus leading to the change in the local vibration of angle 6-5-1. (6) Significant change in the local mode frequency shift is also found for angles 12-13-20, 12-13-18, and 18-13-19. These angles are related to the methyl group in the substructure. Changing from the aspirin to the SJ103 molecule, the bigger functional group $X$ has a larger dispersion force on this methyl group.

Furthermore, this approach of correlating a series of local vibrational modes for two structurally related molecules can be extended to study the receptor-ligand binding of protein or DNA in drug design by correlating the local vibrational modes of the ligand in two states, namely the bound ligand and unbound ligand. On binding, the influence from the receptor in the electronic structure of the ligand will be directly reflected by the local mode frequency shift values. If a complete set of local modes of the ligand molecule is available, it is possible to identify the “hot-spots” in the ligand that interact with the receptor.

Example 2: Regioselectivity in Diels-Alder reactions arising from substituents

In this example, we revisit the regioselectivity in Diels-Alder [4 + 2] cycloaddition reactions for 2-substituted dienes with unsymmetrical dienophiles. When a 2-substituted diene with substituent $R_1$ reacts with a substituted ethene with substituent $R_2$, two different six-membered rings can result, either the para- or the meta-product, as shown in Figure 7. However, it has been well-recognized that the para-product is the preferred product.$^{[55–57]}$

Already in the 1970s, Houk explained this phenomenon on the basis of frontier molecular orbital theory.$^{[58,59]}$ Based on this model, the Diels-Alder reactions are driven by HOMO–LUMO interactions of the reactants. The reactions are separated into two categories, depending on the electron donating/withdrawing properties of substituents $R_1$ and $R_2$. In the Normal Electron Demand (NED) scenarios, $R_1$ acts as an Electron Donating Group (EDG), while $R_2$ is an Electron withdrawing Group (EWG). Charge transfer is expected from the HOMO of the diene into the LUMO of the dienophile. In the Inverse Electron Demand (IED) cases, electronic flow is from the dienophile to the diene reversing the HOMO/LUMO pair involved, that is, $R_1$ and $R_2$ act as EWG and EDG, respectively. Houk proposed that in NED-type reactions, the largest HOMO coefficient of the diene is at C1 (location a in Fig. 7), while the largest LUMO coefficient of the dienophile is at C2 (location c), and that the matching of these two largest HOMO/LUMO coefficients results in para-product. A similar rule applies to the IED-type reaction leading also to the dominance of the para-product.

In this work, we approach the question of regioselectivity from a different perspective. While previous theoretical studies predominantly focused on properties derived from the conceptual density functional theory (DFT)$^{[60–62]}$, we choose to access the electronic structure of the $\pi$-orbitals at locations a, b, and c using the local vibrational modes led by the out-of-plane pyramidalization of the carbon atom (colored in red in Fig. 7). We have included 15 2-substituted dienes (see Table 3) and 10 substituted dienophiles (see Table 4) in our investigation and corresponding local vibrational mode frequencies for the pyramidalization mode $\tau$ are calculated for positions a, b, and c, denoted as $\omega_x^a$, $\omega_x^b$, and $\omega_x^c$.

To reveal the influence of the substituents $R_1$ and $R_2$ respectively on the diene and dienophile, we correlated the local pyramidalization modes in substituted diene/dienophile molecules with those local modes in unsubstituted diene/dienophile

![Figure 7](image)

### Table 3. Local mode frequency shift for 2-substituted cis-butadiene with regard to the reference.

<table>
<thead>
<tr>
<th>Classification</th>
<th>No.</th>
<th>$R_1$</th>
<th>$\Delta \omega_x^a$</th>
<th>$\Delta \omega_x^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>EDG</td>
<td>(1)</td>
<td>OCH$_3$</td>
<td>-132.5</td>
<td>6.7</td>
</tr>
<tr>
<td></td>
<td>(2)</td>
<td>OC$_3$H$_7$</td>
<td>-132.2</td>
<td>7.1</td>
</tr>
<tr>
<td></td>
<td>(3)</td>
<td>OH</td>
<td>-131.3</td>
<td>10.3</td>
</tr>
<tr>
<td></td>
<td>(4)</td>
<td>NH$_2$</td>
<td>-129.8</td>
<td>9.2</td>
</tr>
<tr>
<td></td>
<td>(5)</td>
<td>NHCOC$_2$H$_5$</td>
<td>-53.6</td>
<td>10.2</td>
</tr>
<tr>
<td></td>
<td>(6)</td>
<td>Cl</td>
<td>-36.5</td>
<td>11.1</td>
</tr>
<tr>
<td></td>
<td>(7)</td>
<td>CH$_3$</td>
<td>-27.9</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>(8)</td>
<td>Ph</td>
<td>-24.3</td>
<td>3.1</td>
</tr>
<tr>
<td></td>
<td>(9)</td>
<td>H</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>(10)</td>
<td>COCH$_3$</td>
<td>12.4</td>
<td>4.5</td>
</tr>
<tr>
<td></td>
<td>(11)</td>
<td>CN</td>
<td>13.0</td>
<td>15.9</td>
</tr>
<tr>
<td></td>
<td>(12)</td>
<td>CHO</td>
<td>21.1</td>
<td>9.2</td>
</tr>
<tr>
<td></td>
<td>(13)</td>
<td>CF$_3$</td>
<td>21.5</td>
<td>13.3</td>
</tr>
<tr>
<td></td>
<td>(14)</td>
<td>COOC$_2$H$_5$</td>
<td>26.2</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td>(15)</td>
<td>NO$_2$</td>
<td>31.7</td>
<td>17.0</td>
</tr>
<tr>
<td></td>
<td>(16)</td>
<td>COCl</td>
<td>40.4</td>
<td>11.5</td>
</tr>
</tbody>
</table>

[a] The unit for local mode frequency shifts $\Delta \omega_x^a$ and $\Delta \omega_x^b$ is cm$^{-1}$. 
molecules. We calculated corresponding local mode frequency shift $\Delta \omega$ by subtracting the local mode frequency of a specific pyramidalization mode in the un-substituted diene/dienophile molecule from its counterpart in a substituted diene/dienophile molecule. This leads to the local mode frequency differences $\Delta \omega_a$, $\Delta \omega_b$, and $\Delta \omega_c$.

$$\Delta \omega_a = \omega_a^p (R_1) - \omega_a^p (cis-butadiene)$$  
$$\Delta \omega_b = \omega_b^p (R_1) - \omega_b^p (cis-butadiene)$$  
$$\Delta \omega_c = \omega_c^p (R_2) - \omega_c^p (ethylene)$$

Tables 3 and 4 have collected the above three local mode frequency shifts of various substituents for the diene and dienophile, respectively.

For the local mode frequency shift values for 2-substituted dienes, the un-substituted cis-butadiene is taken as the reference with $\Delta \omega_a^p = \Delta \omega_b^p = 0$. The results show that for eight EDGs as $R_1$, $\Delta \omega_c^p$ is negative, while for all seven EWGs, it is positive. For the local mode frequency shift $\Delta \omega_c^p$, only positive values for both EDGs and EWGs were found. This indicates that the local mode frequency shift $\Delta \omega_a^p$ can be used as a descriptor to distinguish between the two major types of 2-substituted dienes with its substituent as EDG/EWG while $\Delta \omega_c^p$ seems to have little influence in this regard.

Interestingly, the local mode frequency shift $\Delta \omega_c^p$ for substituted dienophiles has the same behavior for EDGs and EWGs with regard to its sign, namely, negative $\Delta \omega_c^p$ for EDGs while positive $\Delta \omega_c^p$ for EWGs.

The above results based on the local mode frequency shift are consistent with Houk’s approach of checking the largest molecular orbital (MO) coefficients of the carbon atoms at locations $a$ and $c$, also we identified $\Delta \omega_a^p$ and $\Delta \omega_c^p$ as the key descriptors to differentiate EDG and EWG substituents. At first glance, our approach seems to be different from Houk’s as we start from vibrations while his approach is based on MOs. However, both approaches access the electronic structure information that decides on the substituent effect.

Furthermore, we applied our local mode approach to verify the experimental findings for combinations of 2-substituted dienes and dienophiles shown presented in Table 5. Most of these reactions have the combination of $R_1$ = EDG and $R_2$ = EWG, namely, $\Delta \omega_a^p < 0$ and $\Delta \omega_c^p > 0$.

We found exceptions for No. 7 and No. 18, where both $R_1$ and $R_2$ are EDGs or EWGs. If one checks the $\Delta \omega_a^p$ and $\Delta \omega_c^p$ values involved in these two reactions, it is easy to find that CH$_3$ and Ph in reaction no. 7 have the smallest amplitudes in the EDG category for both the 2-substituted diene and dienophile. The same smallest amplitudes are observed for Cl and CN in the EWG category for reaction no. 18. This indicates that these two reactions might have a different mechanism compared with the remaining 16 reactions. Investigations are in progress to demonstrate this.

**Example 3: $pK_a$ of p-substituted benzoic acids**

We correlated the local CO stretching and O-C-O bending vibrational modes of a series of p-substituted benzoic acids with their $pK_a$ values reflecting their acidity. The acidity of a carboxylic acid is determined by the stability of its conjugated anionic base.
We investigated 12 p-substituted benzoic acid molecules with their $\text{pK}_a$ values taken from textbooks, chemical databases and research articles (see Table 6). The general structure of the p-substituted benzoic acids is given in Figure 8, in which the carboxylic acid part is shown as a conjugate base with the substituent R in the para position.

As the substituent R connected to the phenyl ring can be either electron-donating or electron-withdrawing, the diffuse anion of the conjugate base can be either destabilized or stabilized accordingly. This (de)stabilization effect is directly reflected by the change in the electronic structure of the $\text{CO}_2^-$, which can be monitored by the local CO stretching and local O-C-O angle bending modes.

Table 6 collects the calculated local CO stretching frequency values $\omega^R$ and local O-C-O angle bending frequency values $\omega^a$ for all 12 benzoic acids. If the two CO bonds (colored in red in Fig. 8) are not identical, for example, in the case of 4-formylbenzoic acid, the averaged value is taken as $\omega^R$. Figure 9 shows the experimentally measured $\text{pK}_a$ values is a quadratic function of $\omega^R$ and $\omega^a$ as two independent variables $x$ and $y$, respectively.

$$\text{pK}_a = 0.004x^2 - 0.075y^2 + 0.038xy + 22.422x + 195.487y - 106455.712$$  

(35)

with the coefficient of determination $R^2 = 0.997$ and root-mean-square error RMSE = 0.022. It is noteworthy, that this relationship can be used to predict the $\text{pK}_a$ of other p-substituted benzoic acids with unknown $\text{pK}_a$ values on the basis of measured and/or calculated local vibrational modes.

Several other theoretical studies predicting the $\text{pK}_a$ values of p-substituted benzoic acids have to be mentioned. Hollingsworth and coworkers correlated the $\text{pK}_a$ values with several different types of atomic/group charge models calculated with quantum chemical methods.\cite{77} Tao and coworkers constructed a hydrogen bonded complex including the p-substituted benzoic acid and an ammonia molecule and they attempted to correlate the $\text{pK}_a$ values with related bond length, normal OH stretching frequency and hydrogen bond energy.\cite{76} The correlation found in this work is stronger ($R^2 = 0.997$ and RMSE = 0.022) compared with Hollingsworth's ($R^2 = 0.978$) and Tao's ($R^2 = 0.952$) results. However, they investigated both m-substituted benzoic acids and p-substituted benzoic acids, while we focused on the p-substituted benzoic acids. Work is in progress to extend our test-set with m-substituted benzoic acids and other types of carboxylic acids.

**Computational Details**

Equilibrium geometries and normal mode analyses for the CHBrClF enantiomers, benzene(C$_6$H$_6$), fluorobenzene benzene(C$_6$H$_5$F), methane(CH$_4$), and ethane(C$_2$H$_6$) molecules were calculated using B3LYP density functional\cite{82–85} with Pople’s 6–31G(d,p) basis set.\cite{86–92} Aspirin and SJ103 were optimized at the $\omega$B97X-D/cc-pVTZ level of theory.\cite{93,94} Dienes and dienophiles were calculated with $\omega$B97X-D/aug-cc-pVDZ level of theory. p-substituted benzoic acids were calculated with the same hybrid density functional with cc-pVTZ basis set. DFT calculations were carried out with UltraFine integration grid in the Gaussian09 package.\cite{95} All mutation path calculations and local mode analysis were implemented in the program package COLOGNE2017.\cite{96}
Conclusions

In this work, we have presented a new algorithm that enables correlating the normal vibrational frequencies of any two structurally related molecules. The algorithm is based on the mutation path coordinate $\tilde{\mathbf{x}}$, which is an extension and generalization of the mass reaction proposed in our previous work. With a mutation path, two structural analogs can be connected via the linear changes with regard to the mass $\mathbf{M}$, geometry $\mathbf{R}$, Hessian $\mathbf{K}$, and symmetry $\mathbf{X}$. Furthermore, we have shown that the IR intensities can also be correlated along with the vibrational frequencies, thus leading to the possibility for monitoring how the IR spectrum evolves from one molecule to another along the mutation path. The correlation of Raman activities is planned for our future work. For some pairs of structurally related molecules, there might exist more than one mutation path, but any mutation path can give us a deeper understanding and offer new insights into the relationship between the molecules, which are generally thought to exist as discrete and unconnected objects.

While the mutation path is a useful theoretical tool for normal mode correlation offering deeper physical insights into vibrational spectroscopy, the normal mode correlation itself has been a challenging problem due to the delocalized nature of normal vibrations, leading to limited usefulness of this correlation approach. To solve this problem, we have developed in this work a new methodology of correlating local vibrational modes, which are derived from normal vibrational modes but which are free from kinematic coupling problem. The local modes are found to be suitable similarity descriptors characterizing local features of the electronic structure. We have shown three examples proving that this approach can be applied for the following purposes in chemical research:

- to compare the electronic structure of two structurally related molecules;
- to identify sites of ligand-receptor interactions on a small molecule;
- to quantify the regioselectivity problem caused by different substituents in chemical reactions;
- to predict physicochemical properties (e.g., $pK_a$) for a series of molecules with different substituents.
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