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Abstract

We introduce in this work a unique parameter for the quantitative assessment of the intrinsic strength of the n interaction
between two monomers forming a complex. The new parameter is a local intermonomer stretching force constant, based on
the local mode theory, originally developed by Konkoli and Cremer, and derived from the set of nine possible intermonomer
normal vibrational modes. The new local force constant was applied to a diverse set of more than 70 molecular complexes,
which was divided into four groups. Group 1 includes atoms, ions, and small molecules interacting with benzene and sub-
stituted benzenes. Group 2 includes transition metal hydrides and oxides interacting with benzene while Group 3 involves
ferrocenes, chromocenes, and titanium sandwich compounds. Group 4 presents an extension to oxygen w-hole interactions
in comparison with in-plane hydrogen bonding. We found that the strength of the 7 interactions in these diverse molecular
complexes can vary from weak interactions with predominantly electrostatic character, found, e.g., for argon-benzene com-
plexes, to strong interactions with a substantial covalent nature, found, e.g., for ferrocenes; all being seamlessly described
and compared with the new intermonomer local mode force constant, which also outperforms other descriptors such as an
averaged force constant or a force constant guided by the electron density bond paths. We hope that our findings will inspire
the community to apply the new parameter also to other intermonomer 7 interactions, enriching in this way the broad field

of organometallic chemistry with a new efficient assessment tool.
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Introduction

Noncovalent interactions between monomers leading
to complex formation is the topic of many experimental
and computational investigations, because of the vital role
they play in the structure and properties of chemical and
biological systems and materials,'™'® as well as their chemi-
cal reactions.'* Among the diverse noncovalent interactions
present between molecules, systems with r interactions have
recently attracted a lot of attention®'5 including cation-r,'®
anion-r,'”*2 CH-r,2*"?” BH-7,%%2° lone pair-=,3°3 and 7—n
interactions of various forms.>*%> In addition, there are also
strong, mostly covalent r interactions as found in particular
in metal-7r sandwich compounds.?**° In particular, met-
allocenes (i.e., two cyclopentadienyl (Cp) anions bound to
a metal center) belong to an important class of complexes
in organometallic chemistry, which have attracted a simi-
lar attention as their noncovalent counterparts. Since the
discovery of ferrocene*’*! they have been a topic of many
experimental and computational investigations, because
of their rich potential as catalysts*?~*® as new materials in
porous structures,*>>° molecular magnets,”’ or as qubits
in quantum computing,®? as well as their potential use for
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medicinal chemistry.>>>* Recently, metallocenes with a tilted
Cp framework caused by a carbon-based bridge, the so-called
ansa-metallocenes 5° have attracted a lot of attention, in par-
ticular Ti, Zr, and Hf metallocenes®®>” as well as sandwich
complexes involving lanthanides and actinides,’®*°* both
enriching the organometallic repertoire.

The strength of noncovalent r interactions is usually mea-
sured by the complex binding energy AEp or the complex
interaction energy AE;. AEp is defined as the difference
between the energy of the complex and the energy of the
isolated monomers in their minimum configuration, which
can be both measured or calculated,®>®7 whereas AEF; is
a theoretical measure, defined as the difference between
the energy of the complex and the energy of the isolated
monomers in the geometry of the complex.®®7® As such, AEp
provides a more realistic measure of the complex stability
as it includes the geometry and electron density reorganiza-
tion of the monomers upon complex formation. It is often
assumed that AEp or AE; provide a measure of the intrinsic
bond strength of the noncovalent interaction in question.
However, this might not even be true in a qualitative sense,
as AEp or AE; are cumulative properties, i.e., they are the
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sum of all interactions between the monomers including,
e.g., longrange electrostatic interactions, that may even
involve more remote atoms of the monomers.”* Therefore, it
is difficult to single out a specific interaction between atoms
or groups of the monomers. Energy decomposition schemes
are a popular computational approach leading to qualitative,
model-dependent results.”>8° The strength of the r inter-
actions in metal-sandwich complexes is often determined
via molecular orbital (MO) analyses and/or ligand field con-
siderations, again leading to more qualitative results.®":3? In
this situation, vibrational spectroscopy provides an excellent
alternative for the assessment of the interactions between
two monomers forming a complex.®? In particular, the in-
termonomer normal vibrations3**° offer a unique platform
for a spectroscopic measure of the intrinsic strength of the
intermonomer interaction in 7= complexes when combined
with the local vibrational mode theory originally developed
by Konkoli and Cremer.°'-*> We derived in this work a unique
local mode stretching force constant for the quantitative de-
scription of these intermonomer 7 interactions, a necessary
prerequisite for a detailed understanding and assessment of
how these interactions influence molecular properties and
reactivity; an important tool, which so far is still missing. The
new local intermonomer force constant was then applied to
a test set of complexes shown in Fig. 1 covering four different
scenarios; Group 1: 7 interaction between benzene and an
atom/molecule containing main group elements including
benzene-A and benzene-AH, complexes, benzene-C,H,
and benzene-C,H, complexes®®2® (complexes 1-38); Group
2: m interaction between benzene and transition metal
hydrides/oxides (complexes 39-49); Group 3: sandwich com-
plexes including ferrocenes, Cr, and Ti complexes, and Cr
reference compounds®-1°? (complexes 50-67); Group 4: Sim-
plified model of the gallic acid dimer complex 68 probing
the recently suggested oxygen—r hole interactions occurring
in addition to in-plane hydrogen bonding, when exposed to
ether 69, ketone 70, or fluoro-substituted ether 71,'% as well
as acetic and formic acid dimers 72 and 73 and the water
dimer 74 as references for the in-plane hydrogen bonds. It
has to be noted that in this work we refer to = interaction in
the traditionally sense, i.e., being defined as an interaction
that involves an electron-rich = system, without a specific
discussion of the = symmetry of specific orbitals.

The manuscript is structured in the following way: First, we
summarize the essential features of local vibrational mode
theory and its connection to Wilson’s GF normal mode anal-
ysis.2490 For a comprehensive review of the local vibrational
mode theory the reader may refer to reference.'® Then we
will derive type and number of intermonomer normal vibra-
tional modes in a dimer complex, their connection to the
corresponding local vibrational modes, and define a suited
local intermonomer force constant measuring the strength
of the intermonomer interaction for the = complexes stud-
ied in this work, which have at least one ring monomer. A
discussion of defining the interaction strength via averaged
force constants or force constants guided by electron den-
sity bond paths (BPs) follows pointing out the weaknesses of
these approaches as demonstrated for the Ar-C,3 complex.
After the computational details, we present the results for
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the complexes shown in Fig. 1, assessing in particular the
performance of our new intermonomer local force constant.
Conclusions and outlook are given in the last part.

Methodology

Normal mode analysis, Wilson GF formalism
In eq. 1, the Wilson equation of vibrational spectroscopy
for a vibrating systems with N atoms is given:84°

(1) FL=MILA

where F* is the force constant matrix expressed in Cartesian
coordinates x; (i = 1, ..., 3N). M is the diagonal mass matrix
containing the atomic mass for each atom three times to
account for the motion in x, y, and z directions, and matrix L
collects the vibrational eigenvectors iﬂ in its columns (u = 1,
..., Nyip). The number of vibrational modes N,;, equals 3N — Ny,
with the translational and rotational modes N, being 5 for
linear and 6 for nonlinear molecules. A is a diagonal matrix
with the eigenvalues 1,, which leads to the (harmonic)
vibrational frequencies w, according to 1, = 47°c’w?. The
tilde symbol indicates mass weighting. The normal mode
eigenvectors and eigenvalues are obtained by diagonalizing
the force constant matrix F* defined in eq. 1 according to
L'F*L = A with the normalization condition L'ML = L

Usually, the normal mode vectors I, are renormalized ac-
cordingtoL = L (MR)l/ ?, where the elements of the mass ma-
trix M are given by m} = (iLiu> ! and represent the reduced
mass of mode .

Equation 1 can be written in different ways.5*3>8° For ex-
ample, without mass-weighting eq. 1 takes the form

(2) FL=MLA

leading to the diagonal normal force constant matrix K, and
the reduced mass matrix MR in normal coordinates Q, respec-
tively.

(3) LFL=K
(4 L'ML=MR~

The dimension of matrices K and M® is Nyj, % Nygp.

One can also express the molecular geometry in terms of
internal coordinates q rather than Cartesian coordinates X,
and by this the Wilson equation adopts a new form:%*

(5 FID=G'DA

where D collects the normal mode vectors d,, (1 = 1, ..., Nyjp)
columnwise, and the Wilson matrix G, which is defined as

(6) G=BM!Bf

represents the kinetic energy in terms of internal coordi-
nates. The elements of the rectangular B matrix in eq. 6
are defined by the partial derivatives of internal coordi-
nates q,(n = 1, 2, 3, ..., Ny) with regard to Cartesian
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Fig. 1. Complexes investigated in this work. Intermonomer distances (A) in green, corresponding local mode forces constants
(mDyn/A) in blue, and local mode frequencies (cm~!) in red. For a description of model chemistries used, see computational

details.
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coordinates x; (i =1, 2, 3, ..., 3N),

_8qn (%)
(7)  By= 5%,

It is important to note that the B matrix plays a central role
for the Wilson equation of spectroscopy, namely connecting
different sets of coordinates (internal, symmetry, curvilinear,
etc.)!%57197 or Cremer—Pople ring puckering coordinates,!%®
with the Cartesian coordinates.?* Therefore, whenever a new
set of coordinates is introduced, the first step is to derive the
appropriate B matrix, as demonstrated below for the defini-
tion of intermonomer modes.
Diagonalization of eq. 5 leads to

(8) D'FD=K

Equations 2 and 5 are connected by the following equa-
tions,3*

(99 F4=C'FC
(100 D =BL

Matrix C is the pseudoinverse of the B matrix defined by
(11) C=WB'(B W Bf)™

where W is an arbitrary nonsingular 3N x 3N square matrix.
At a stationary point (i.e., the energy gradient is a zero vector),
the N, translational and rotational eigenvectors are decou-
pled from the N,;, vibrational eigenvectors, and therefore W
does not affect the results.!?° For reasons of simplicity, one of-
ten uses W = Iy (usually for the geometry optimization pro-
cedure in internal coordinates) or W = M~!. Using the latter
definition, which is more physically sound'!? (see also refer-
ences 11-13 therein), this leads to

(12) c=M1'BiG™!
and
(13) BC=1Iy,

It should be noted that CB # I3y since B is spanned in an N,y
dimensional vibrational space.

The transformation to normal coordinates Q leading to the
diagonal force constant matrix K and normal mode vectors
d, (see eq. 8) is a standard procedure in modern quantum
chemistry packages calculating vibrational frequencies, pro-
viding access to important electronic structure information
of a molecule and the motion of its atoms for each of the N,
vibrations.!'"!13 In addition, modern experimental vibra-
tional spectroscopy provides vibrational frequencies ranging
from near- to far-infrared regions, thanks to rapidly advanc-
ing technologies.!'*'20 Therefore, vibrational frequencies
and related force constants have become a popular measure
of bond strength. However, caveat is appropriate. As already
pointed out by Wilson in 1941,'2! normal coordinates Q are
generally a linear combination of internal coordinates q or
Cartesian coordinates x

Noip

(14) Q. =) (D'G™), g
j
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3N
(15) Q. =) (D'G'B)
j

leading to normal vibrational modes that are generally
delocalized over the molecule and in this way limiting the
use of normal mode frequencies and normal mode force
constants as bond strength measure. For this purpose, local
vibrational modes and related local mode frequencies and
force constants are needed, which are described in the
following section.

Local vibrational mode analysis

The local vibrational mode analysis (LMA), both theory
and application has been amply described in previous
work, 195104109 and therefore we present in the following
only some of the key features. In 1998, Konkoli and Cre-
mer’?? derived for the first time local vibrational modes
directly from normal vibrational modes by solving the
mass-decoupled Euler-Lagrange equations, i.e., by solving
the local equivalent of the Wilson equation for vibrational
spectroscopy. They developed the leading parameter prin-
ciple®®? which states that for any internal, symmetry,
curvilinear, etc. coordinate a local mode a, can be defined.
a, is independent of all other internal coordinates used to
describe the geometry of a molecule, which means that it
is also independent of using redundant or nonredundant
coordinate sets. The local mode vector a, associated with the
n-th internal coordinate g, is defined as®!?

_ K'd]
d,K-1d}

where the local mode a, is expressed in terms of normal
coordinates Q and d, is the n-th row vector of the D matrix
defined in eq. 10.

Equation 16 reveals that only matrices K and D are needed
to determine a,, i.e., once the normal analysis is completed,
a following local mode analysis is straightforward.®!-?

To each local mode a, local mode properties can be as-
signed. The local mode force constant ki of mode n (superscript a
denotes an adiabatically relaxed, i.e., local mode) is obtained
via eq. 17:

(16) a,

-1
(17) ¥ =alKa, = (dnl(*ldD

It is noteworthy that local mode force constants, contrary
to normal mode force constants, have the advantage of be-
ing independent of the choice of the coordinates used to de-
scribe the molecule in question.’’*> In recent work, Zou and
co-workers proved that the compliance constants 'y, of De-
cius'?? are simply the reciprocal of the local mode force con-
stants: k% = 1/Tp,.'%°
The local mode mass m;; of mode n is given by

-1
(18) m®=1/Gyp = (bnM*bl)

where G, , is the n-th diagonal element of the Wilson G ma-
trix. For a chemical bond A-B, eq. 18 leads to MyMg/(Ms + Mp),
which has the same form as the reduced mass of diatomic
molecules.
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Local mode force constant and mass are needed to deter-
mine the local mode frequency o,

1
(0f)* = Zm2gz KnGm

Apart from these properties, it is straightforward to deter-
mine the local mode infrared intensity.!??

Local and normal vibrational modes are connected via
an adiabatic connection scheme,'® which has opened the
avenue to a new way of analyzing vibrational spectra—
the composition of normal mode (CNM) analysis.!** Nor-
mal vibrational modes can be decomposed into local mode
components for a complete, nonredundant set of N,y local
modes;**°> a new way of decoding the rich information con-
tained in a vibrational spectrum.!%4124-126 For this purpose,
Konkoli and Cremer introduced an amplitude .A which pro-
vides a measure for the contribution of the local vibrational
modes to each normal vibrational mode. They defined A as a
function of normal mode 1, and local mode a,

(L. a")z
(an, an) (L, 1)

The denominator in eq. 20 normalizes .4 so that its value lies
between 0 and 1. The matrix (a,b) in eq. 20 is expressed as

(21) (a.b)=) aifyjb;
ij

(19)

(20) A, =

where a € I, a;], b € [I,,, a,], and f;; are elements of the force
constant matrix F* expressed in Cartesian coordinates. Once
A is defined, the percentage of the local mode contributions
to a certain normal mode can be compared by

PR

Zm“Am#
where ) Ap, represents the sum of all amplitudes related
to the normal mode in question.

In this work, we used CNM to assess the physical relevance
of the new local intermonomer mode as descriptor of the in-
teraction between the two monomers, as discussed below.

In summary, LMA has advanced over the past years as
a powerful bond strength descriptor accounting for both
covalent bonds and noncovalent interactions stretching
from hydrogen bonds, halogen bonds to tetrel bonds and
w-hole interactions. Some recent examples are presented in
references.?'127128 Different molecular environments were
considered such as systems in solution'?° or in proteins.*°
Another focus has been metal-ligand bonding which led
to a new metal ligand electronic parameter replacing, e.g.,
the Tolman electronic parameter.!®:132 The local mode
analysis of periodic systems and crystals was recently added
to the repertoire.!®>13* For a comprehensive discussion of
LMA applications the reader is referred to reference'®* and
references therein. In the following section, the focus is
deriving a set of nonredundant local intermonomer modes,
with the emphasis on defining a physically sound local in-
termonomer mode being directly connected to the strength
of the interaction between the two monomers. In this way
covalent 7 bonds and weak 7 interactions can for the first
time be seamlessly compared leading to new insights into

(22) 100
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the strategic functionalization of these interactions for the
design of new materials.

Intermolecular modes in a dimeric system

For two isolated polyatomic monomers A and B (for the
general case we assume that A and B are nonlinear with
the number of atoms being N4 for A and Ng for B, respec-
tively), one can choose a set of nonredundant N4, = 3Ny — 6
local modes for monomer A and a set of nonredundant N%, =
3Np — 6 local modes for monomer B, respectively. When the
two monomers with a total of 12 translations and rotations
combine to form a complex AB, 6 of these translations and ro-
tations transform into intermolecular vibrations describing
stretching, bending, and torsion of the monomers relative
to each other,®* and therefore the N4 = N4 + Nf, + 6 modes
compose a new set of nonredundant local modes for the
dimer. To define these intermolecular vibrations in a unique
way, both monomers have to be rotated into a uniquely de-
fined standard orientation, which is in general not possible.
However, if one monomer, (in this work always monomer B)
is a ring, the arbitrary rectangular coordinate system can be
rotated into the standard orientation, which is uniquely de-
fined by the Cremer-Pople mean ring plane!®® of the ring
atoms in monomer B.

First, each atom in monomer B has to be rotated into the
standard orientation by a 3 x 3 rotation matrix r (see refer-
ence!®), i.e., the coordinate system is transformed from the
initial xyz to the standard x'y’z’. The atoms in monomer A are
then also rotated by r, bringing the dimer AB into this stan-
dard. As shown in Fig. 2, 04 is the geometric center of the
rotated monomer A, Op and x'y’z’ define the standard orien-
tation of monomer B determined by the mean plane,!?® re-
spectively, and x"y"z” is the shifted coordinate system x'y'z’
from Op to O4. Using the Ekart-Sayvetz conditions,'®> three
mass-irrelevant (that is, all the atomic masses are 1) trans-
lation modes in the %', y’, and 7z’ directions and three mass-
irrelevant rotation modes around the x’, y’, and z’ axes can be
defined for monomer B, ie., T3, T}, T3, R, R}, and RZ. In a
similar way, column arrays T}, T, T3, R}, R}, and R} can be
obtained for monomer A in the x"y"z” coordinate system.

These monomer modes define nine intermonomer modes
applying the Wilson B-matrix formalism.®* If the atoms in A
are given first, Wilson’s B-matrices (notice that they are row
arrays) of nine intermolecular local modes can be calculated
by

1 . 1
7TA 7RA
@3) bis)=| Y} | pTRa=| VR
—T —=R
JNg © N
LRX
b () = |
—=R
VN

where S, R, and A represent intermolecular stretching, rota-
tion, and antirotation modes, respectively; X = x, y, or z, (as
shown in Fig. 2) and the factor 1/,/N4 or 1//Ny denotes that
the deformation amplitude of each monomer is set to 1. The
B-matrices in eq. 23 then have to be rotated back to the initial
orientation by r.
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Fig. 2. Definition of the interaction between an atom/molecule A and a benzene ring B. 0, is the geometric center of the
rotated monomer A, Op and x'y'’z’ define the standard orientation of ring B determined by the mean plane.'%® x"y’z" is the
shifted coordinate system x'y’z’ from Op to O4. The framed Sz motion is used in this work to define the interaction between A

and B.

Out of these nine intermonomer modes, we preferentially
chose the three intermolecular stretching modes Sy, Sy, S, and
the three intermolecular rotational modes Ry, Ry, R,'** to con-
struct a set of six nonredundant intermonomer coordinates.
There are a few exceptions to be mentioned.

e Aisan atom (Ny = 1 and Nﬁ.ﬁ = Nfib + 3). In this case, there
are no rotations R and only the three intermolecular
stretching modes Sx are relevant.

e Ais linear (N4 > 2), and its molecular axis is parallel to the
X" axis. In this case, the R} rotation does not exist and only
five intermolecular modes remain, e.g., S, Sy, Sz, Ry, Ry.

e A is nonlinear (N, > 3) but X’ and X” are collinear. In this
case, the Rx mode becomes a pure rotational mode of the
AB dimer and does not have to be considered.

620

In summary, among the three intermolecular stretching
modes Sy, Sy, S;, the two modes Sy and Sy describe sliding of A
along the mean plane of the ring system B in two orthogonal
directions, whereas S, corresponds to the genuine stretching
between the monomers A and B, thus reflecting the interac-
tion between the two monomers. Therefore, the focus in this
work is on the S, mode, whereas the purpose of Sy and S, (as
well as the other intermolecular modes Rx and Ay) is to con-
struct a nonredundant deformation space.

Since the intermonomer local modes of a dimer system
are linear combinations of translational or rotational modes
of two monomers, they may be not free from the contam-
ination of translational or rotational modes of the dimer
system, and therefore it is necessary to project out resid-
ual translations and rotations from the local force constants.
For this purpose the n-th vector b, of the B matrix defined

Can. J.Chem.101: 615-632 (2023) | dx.doi.org/10.1139/cjc-2022-0254
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in eq. 7 has to be calculated according to the extended

formula,
(24) d,=b,L

leading to the projected force constant k¥ given by

(25)

where the dimension of L is 3N x 3N, i.e., in addition to
the N,;, vibrations the N;, translational and rotational are in-
cluded. In Table 1, the local mode force constants and local
mode frequencies between monomers A = Ar (1), HF (10),
H,0 (12), NH; (14), CH4 (16), and B = C¢Hg (see Fig. 1) as well
as for the perpendicular and parallel benzene dimer (C¢Hg),
are collected, showing the influence of the projection on the
three stretching modes Sy, Sy, and S,. As obvious from the data
in Table 1 local mode force constants k,(Sy) and k,(S,) as well
as the corresponding frequencies w,(Sx) and w,(S,) are more
affected by the projection than those defined for S, mode. In
particular, the last three entries of Table 1, 1 calculated with
the long range-corrected'® version of the B97 functional plus
Grimme’s D3B] dispersion schemes!'®” (LC-B97D3) with the
def2-TZVPP basis set and the density fitting approximation!3?
and the parallel and perpendicular benzene dimers calcu-
lated with a B2PLYPD/AVTZ model chemistry demonstrate the
strong influence of the density functional used on this pro-
jection. For 1 the k4(Sy) and k,(S,) force constants are 0.415
mDyn/A before and 0.066 mDyn/A after the translational
and rotational contributions are projected out, which has to
be considered when describing these weak interactions with
a density functional model chemistry.

Other choices of intermonomer force constants

Averaged local force constant

One could think of calculating the local modes for all A-
or O4—carbon ring interactions and averaging over the corre-
sponding local mode force constants. However, such an av-
eraged local force constant leads to redundancies, because
there are just six intermolecular vibrational modes in total
between the interacting monomers, as discussed above. In
addition, such an approach can lead to an erroneous assess-
ment of the strength of the atom/molecule-ring interaction
as shown in the following for the Ar-C;3 complex.

The cyclo[18]carbon (C;s) monomer was experimentally de-
tected in 2019.'*2 It has a planar cyclopolyene minimum
structure with alternating weaker and stronger CC bonds
with Dy, symmetry and a cumulene transition structure with
identical CC bonds with D;g;, symmetry. In a recent work, we
analyzed the C;g potential energy surface and its pseudoro-
tation path in the space of deformation coordinates at the
MO06-2X/def2-TZVPP level of theory.'*® The same model chem-
istry was adopted in this work for the investigation of the
Ar-Cy3 complex. We found that the Ar-C,3 complex adopts
a planar minimum structure with Dy, symmetry with alter-
nating weaker and stronger CC bonds in the case of the Cyg
monomer and the Ar atom being located in the ring center,
as is sketched in Fig. 3.
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The subsequent CNM analysis, shown in Fig. 4 reveals the
shortcomings of an ansatz based an averaged local (ArC) force
constant as interaction strength descriptor. Pictures of se-
lected Ar-C;g normal mode vibrations (Fig. S1) as well as the
corresponding movies (Table S1) showing the movement of
the atoms during these normal mode vibrations can be found
in the Supporting Information. The lowest 1a; normal mode
(Fig. 4a, yellow color, normal mode frequency of 14 cm™!) is
100% composed of the S, mode, describing the out of plane
motion of the Ar atom. The two degenerate 1¢; normal modes
with a frequency of 55 cm~! are each composed of 97% S,
and Sy, respectively, describing the sliding of the Ar atom
in ¥y and x directions. As a consequence of this sliding mo-
tion the ArC distance changes, clearly revealing that an av-
eraged local (ArC) force constant is not a suitable descriptor
for the strength of the interaction between the Ar atom and
that the S, coordinate is the most appropriate choice for de-
scription of the van der Waals interaction between Ar and the
cyclo[18]carbon ring.

The CNM analysis of the Ar-Cy3 complex (Fig. 4) also dis-
closes a number of additional interesting features with re-
gard to in plane and out of plane puckering of the C18 ring
based on the Cremer-Pople puckering coordinates.!05-108:143
The CNM analysis of this system requires a set of 51 nonre-
dundant local coordinates, which is made of 15 out of plane
ring puckering coordinates (label Q in Fig. 4) and 32 in plane
ring deformation coordinates (label T in Fig. 4), in addition
to coordinates t9 (Tau9), coordinate (R) describing overall ring
deformation and ring breathing, and the three coordinates S,
Sy, and S, describing in plane and out of plane motion of the
Ar atom relative to the cyclo[18|carbon ring. Further details
of the puckering and deformation analysis of cyclo[18]carbon
can be found in reference.'** For example, the normal mode
with a frequency of 361 cm~! is composed in 100% of the
deformation coordinate 79 (Tau9) and the normal mode of
the frequency of 433 cm™! is composed in 86% of the ring
breathing coordinate R. There is also a series of doubly de-
generated normal modes in the cyclo[18]carbon ring, such
as the normal mode of the frequency 539 cm~! (labelled as
“a” and “b” in Fig. 4) showing complementary ring puckering
motions whereas the normal mode with a frequency of 2293
cm~! presents the complementary ring deformation pucker-
ing motions. In contrast, the normal mode with a frequency
of 1814 cm™! shows a nondegenerate ring deformation mo-
tion. In summary the CNM analysis is a unique tool for de-
coding important details disguised in the normal modes.!%*

Local force constant guided by bond paths

Another way to derive k* could be via a topological analy-
sis of the electron density p (r)!*1441%5 providing a network
of BPs, i.e., choosing k* according to the BPs found between
the two monomers. As previously discussed by Kraka and Cre-
mer, a BP can be indicative of a covalent or electrostatic in-
teraction. According to the Cremer-Kraka criterion, #6148 the
necessary condition for a covalent interaction is the existence
of a BP and a bond critical point r, between two atoms under
consideration, and the sufficient condition is a negative local
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Table 1. Intermonomer distance d, intermonomer local mode force constant k%, and local

mode frequency »® without and with projection.

ae ke kap o P
Dimer Symm. Mode A) (mDyn/A) (mDynj/A)  (cm™!) (cm™1)
MP2/6-311++G(d,p)
Ar-CeHg Cev S8, 0.000 0.097 0.012 80 39
S, 3.522 0.036 0.036 49 49
HF-CgHg Cs Sx 0.377 0.001 0.001 12 9
Sy 0.217 0.000 0.000 7 5
S, 3.119 0.094 0.093 101 100
H;0-CgHg Cs Sy 0.127 0.064 0.040 87 77
Sy 0.000 0.010 0.006 34 30
S, 3.253 0.052 0.052 79 78
NH3-CgHg Cs Sx 0.153 0.048 0.027 77 79
Sy 0.265 0.058 0.035 84 87
Sz 3.443 0.060 0.060 85 85
CH4-CgHg Cay Sx» Sy 0.000 0.061 0.030 89 89
S, 3.665 0.056 0.056 85 85
LC-B97D3?
Ar-CgHg Cev Sx» Sy 0.000 0.415 0.066 166 87
S, 3.100 0.248 0.248 128 128
B2PLYPD/AVTZS
CeHe-CeHe(ll) Con Sy 1.752 0.109 0.070 69 61
Sy 0.000 0.008 0.004 18 16
S, 3.396 0.091 0.081 63 61
CeHg—CoHg(L) Cs Sx 0.000 0.052 0.023 48 41
Sy 0.861 0.288 0.157 112 97
S, 4.741 0.097 0.096 65 65

“Shift of Op from the ring midpoint in x direction for Sy and in y direction for Sy, respectively; intermonomer distance d(0,,

Og) for S,.

bCalculated with the long range-corrected'*® version of the B97 functional plus Grimme’s D3BJ dispersion schemes'*” (LC-
B97D3) with the def2-TZVPP basis set, and the density fitting approximation.'®
‘Grimme’s double hybrid functional'®®'*° with dispersion correction'*! combined with Ahlrich’s AVTZ basis set.

Fig. 3. Structure of planar Ar-C;g complex. The S, mode de-
scribing the out of plane motion of the Ar atom in blue color
and S, and Sy, modes describing the in plane motion of the Ar

atom in x and y directions, respectively, in purple color.
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energy density H (1,). H (r) is defined as
(26) H(@r)=G(r)+V(r)

where G (r) is the kinetic energy density (always positive)
and V (r) is the potential energy density (always negative).
H (rp) will be close to zero or positive if an interaction is elec-
trostatic or dispersive in nature, often found in the case of
weak interactions. It is not uncommon that electrostatic ar-
guments may diverge from observed electron density paths.
A thoroughly discussed example,'**-1>! is the tetrel bonded
complex CF4—NH3 which is usually described as being held
together by an electrostatic o-hole interaction between the
nitrogen lone pair and the carbon o-hole collinear to this
lone pair, whereas the topological analysis finds three BPs
connecting the nitrogen atom to the three fluorine atoms
of CF4. One has also to consider that BPs between distant
atoms, e.g., in van der Waals systems, can be preferentially
located in electron-rich regions, and as such not necessarily
reflecting the overall interactions between the monomers
of the van der Waals complex,'>*>1% e g., Clark has shown
that electron density paths connecting He or Ne and H,0
are formed even when the interaction is clearly repulsive.
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Fig. 4. Decomposition of normal modes into local mode contributions for the Ar-C;3 complex. Set of local mode parameters
used (see legend); S,, Sy, and S, describing out of plane and in plane motion of the Ar atom; in plane ring deformation coor-
dinates T and out of plane ring puckering coordinates Q of the cyclo[18|carbon ring; overall ring deformation coordinate 7q
(Tau9), ring breathing coordinate R. REM in the legend refers to the sum of local mode coordinates with nonsubstantial normal
mode contributions. “a” and “b” refer to two degenerate local modes. Further details about the cyclo[18]carbon puckering and

deformation coordinates can be found in reference.'** M06-2X/def2-TZVPP level of theory.
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In addition, these electron density paths persist up to 4 A.
The electron density built in the intermonomer region is
just a consequence of the distance in these cases.'> An-
other prominent example is the phenanthrene/anthracene
controversy.!>®158 As shown by Kalescky and co-workers,!>°
the 6.8 kcal/mol larger stability of phenanthrene relative to
anthracene predominantly results from its higher resonance
energy, which is a direct consequence of the topology of
ring annelation and not as previously suggested'>® from a BP
between the bay H atoms resulting from the proximity of the
two H atoms (R(HH) = 2.014 A). On the other hand, in the case
of weak r interactions with longer intermonomer distances,
not always a BP is found, as encountered in this study (The
BPs found for Group 1-3 complexes are shown in Figs. S2-S7
and BPs for dibenzene (parallel and perpendicular) in Fig. S8
of Supporting Information). To circumvent these problems,
some authors have relied on the analysis of the electrostatic
potential'>*1%° but this approach is also limited, since it does
not take into consideration the mutual polarization of the
electron density that occurs in the interacting system.!%-14°
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Computational details

Group 1 complexes (1-38) were calculated with the MP2/6-
311++G(d,p) level of theory!!1%? referring to the fact that
DFT methods generally underestimate the weak interaction
found in these complexes.'®®> Group 2 complexes (39-49)
involve heavy elements such as Ag, Au, and Pt which require
a relativistic description, therefore we used the M06/Jorge-
DZP|[Jorge-TZP-DKH(Me)/NESC model chemistry, where the
transition metals were calculated with Jorge-TZP-DKH basis
functions of a triple zeta quality,'®* and C, O, and H atoms
with a double zeta basis set Jorge-DZP.'%> The M06 functional
was used because it is recommended for application in
organo- and inorganometallic chemistry and for noncova-
lent interactions.'®® To include relativistic effects for the
heavy elements we used normalized elimination of the small
component (NESC), which is an exact two-component rela-
tivistic method developed by Dyall.®”-168 NESC was extended
in our group'®*'7® providing new algorithms for analytical
gradients'””'7® and Hessians'”® allowing for all-electron
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relativistic geometry optimization and frequency calcula-
tions of large molecules with heavy atoms.!”® For consistency,
all transition metal systems in Group 2 were calculated with
NESC. In Group 3, we used the M06/6-31G(d,p)'®*!8% model
chemistry for complexes 58-67 in consistency with the DFT
method used in Group 2, combined with a smaller basis
set considering the size of the complexes. For the ferrocene
complexes in this Group (50-57), we used the pure BP86'8!
functional with the D3 dispersion correction,!®”:182 com-
bined with Dunning’s aug-cc-pVIZ basis set,!83185 instead
of the hybrid M06 functional, following suggestions made
in a previous study.'®® Group 4 complexes (68-74) were cal-
culated with the same PBE0-D3BJ/def2-TZVP!4!-187-190 model
chemistry as used in reference!®® for consistency. All MP2
and DFT calculations were performed with the GAUSSIAN16
program package,'”! the relativistic NESC calculations with
COLOGNE19,'? and LMA with the LModeA package.!0*1%
The topological properties of the electron density were
derived from Bader’s quantum theory of atoms in molecules
approach'*1% and using the AIMALL program.!'*®

Results and discussion

First we summarize overall trends found for the Group
1-4 complexes presented in Fig. 1 then trends within each
individual group are presented. Figure 5 defines the inter-
monomer distances d and local intermonomer force con-
stants k¥ for Group 1-3 complexes used in the following
discussion. Group 4 intermonomer distances and local force
constants are obvious from Fig. 1. For simplicity, k* is used
instead of k57 in the remainder of this work.

Figure 6 presents the correlation between local mode force
constant k* and intermonomer distance d for all complexes
shown in Fig. 1 which follows a Badger power relationship'®’
to some extent (R? = 0.7131), i.e., shorter intermonomer dis-
tances are related with stronger intermonomer interactions
(It has to be noted that not always the shorter bond is the
stronger bond'®7-1%°). The van der Waals complexes of Group
I and H-bonding as well as 7-hole interactions in Group 4 are
on the weaker end of the spectrum with k® values in the range
of 0.1-0.6 (mDyn/A). Ar-benzene (1) is the weakest Group 1
complex with d = 3.522 (A) and k* = 0.036 (mDyn/A) and
Lit-benzene the strongest Group 1 complex with d = 1.870
(A) and k* = 0.555 (mDyn/A). Hydrogen bonding in Group 4
complexes 68-73 is considerably stronger than in the water
dimer 74, e.g., k* = 0.339 (mDyn/A) for 69 compared to k*
= 0.178 (mDyn/A) for 74, whereas the 7-hole interactions, as
expected are considerably weaker.®! Group 2 transition metal
hydrides and oxides show stronger interactions with ben-
zene ranging from k® = 0.325 (mDyn/A) for 49 to k® = 1.658
(mDyn/A) for 46. Group 3 compounds show the strongest
metal-ring interactions, spanning over a large range with k*
= 0.960 (mDyn/A) for 63 and k® = 3.937 (mDyn/A) for 52,
the strongest interaction within the hole set. It is interest-
ing to note that Group 3 complexes tend to cluster with the
weaker interactions for Ti complexes, followed by Cr and Fe
complexes.

In line with these results is the covalent versus electro-
static character of these interactions depicted in Fig. 7,
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showing the dependency between k* and H (rp). All members
of Group 1 are characterized by electrostatic intermonomer
interactions as revealed by Fig. 7a, m-hole interactions of
Group 4 members are borderline, whereas strongest covalent
interactions are found for the Fe sandwich complexes. Over-
all, the H (rp)(k?) relationship is scattered; a few trends can
be observed for Groups 2—4 (Fig. 7b) but no overall significant
correlation, especially not for Group 1 (see Fig. 7a). These
departures can be attributed to the problem that in a dimer
system with 7 interactions, multiple bond critical points
between the two monomers may be found, whose proper-
ties, cannot be well compared with a measure taken directly
between the two interacting monomers. In summary, the
local intermonomer force constant provides a chemically
meaningful measure of interaction strength, describing
intermonomer interactions in a seamless way, over a large
range from weak electrostatic to strong covalent bonding.

Group 1

Complexes 1-38 involve the interaction of an atom/small
molecule with the 7 electrons of benzene or substituted ben-
zenes. The 7 interaction in Ar-benzene 1 has a k“ value
0.036 mDyn/A which becomes slightly smaller for the mono-
and ortho-difluoro-substituted complexes 2 and 3 (0.032 and
0.036 mDyn/A, respectively), whereas for meta- and para-
difluoro-substituted complexes 4 and 5 the local mode force
constant increases (0.040 and 0.043 mDyn/A, respectively).
Substitution of benzene with fluorine is expected to decrease
the benzene r electronic density leading to increased van der
Waals attraction of Ar, because of a decrease in electron re-
pulsion between the electron-rich Ar atom and the 7 system
of benzene. This is the case for the para difluoro-substituted
complex 5 (0.043 mDyn/A), where the Ar atom is positioned
over the benzene ring center. In complexes 2 and 3 the Ar is
shifted away from the benzene center, and as a result there
is a stronger electron repulsion between the electrons of the
Ar atom and the 7 electrons of the ring, leading to a smaller
interaction. This also holds for 4 but to a lesser extent than
for 3. In 4 there is a competition between the electron with-
drawing effect of two fluorine atoms making the = interac-
tion stronger, and the electron repulsion effect making the
interaction weaker, which as a final effect results in a force
constant close to that of the unsubstituted benzene complex
1. Cationic complexes as 7 and 9 show as expected a stronger
interaction.

The interaction between acetylene and the n system of
benzene with the acetylene arranged perpendicular to the
benzene ring and interacting via a hydrogen atom involve
complexes 18-26, with 19-22 focusing on fluorine substi-
tution and 23-26 on methyl substitution of the benzene
complexes. The unsubstituted acetylene complex 18 has a
k® value of 0.105 mDyn/A which becomes smaller for com-
plexes with the mono- and difluoro-substituted complexes
(0.100-0.057 mDyn/A). The para difluoro-substituted complex
20 and the trifluoro-substituted complex 22 are found on the
stronger end (0.093 and 0.082 mDyn/A, respectively) because
the acetylene is located over the ring center increasing the
electrostatic attraction between the benzene n cloud and the
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Fig. 5. Intermonomer distance d and local intermonomer force constants kj ¥ used in the work.
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Fig. 6. Correlation between local mode force constant k*
and intermonomer distance d, as defined in Fig. 5. Group
1: van der Waals complexes (orange color); Group 2: transi-
tion metal complexes (blue color); Group 3: ferrocenes (green
color), Cr sandwich complexes (red color), Ti sandwich com-
plexes (purple color); Group 4 complexes olive color. The two
different data sets of M—-Op interactions for Group 3 com-
plexes 52-57 as well as 7-hole and H-bonding interactions
for Group 4 complexes 69-71 are labelled as (a) and (b), see
Fig. 1. For model chemistries used, see “Computational de-
tails”.
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positively charged hydrogen of acetylene. This indicates
that the orientation of entire acetylene relative to the ben-
zene center influences the strength of the n interaction.
The largest k* (0.132 mDyn/A) is observed in this series
for the trimethyl-substituted complex 26 compared to the
unsubstituted complex 18. The two dimethyl-substituted
complexes 24 and 25 have smaller force constants (0.122 and
0.108 mDyn/A, respectively). In 25 the acetylene molecule is
tilted relative to the benzene ring making the = interaction
weaker, while in 24 the acetylene molecule is perpendicular
to the benzene ring with the stronger = interaction. In the
monomethyl-substituted complex 23 the acetylene tilting
is large enough to reduce the electron-donating effect of

Can. J.Chem.101: 615-632 (2023) | dx.doi.org/10.1139/cjc-2022-0254

the methyl group, and as a consequence k? (0.089 mDyn/A)
becomes smaller than that of the unsubstituted complex 18.

In complexes 27-38 ethylene and acetylene are oriented
parallel to the benzene ring. Complexes 32-34 show the
effect of fluorine substitution of the ethylene molecule with
k® values of 0.115, 0.135, 0.159 mDyn/A, respectively for the
di-, tri-, and quadro-fluorination, which exceed the k* of the
unsubstituted ethylene complex 27 (0.073 mDyn/A) consid-
erably. Fluorine substitution decreases the electron density
of the ethylene n bond decreasing in turn the electron
repulsion between the = systems of ethylene and benzene
leading to a stronger interaction. This effect parallels fluorine
substitution of methane in the methane-benzene complex
16 and the trifluoro-substituted methane-benzene complex
17 (k* = 0.057 versus 0.117 mDyn/A). Fluorination make the
methane hydrogen more positive, increasing its electrostatic
attraction with the benzene ring. Along these lines, cationic
complexes 7 and 9 (k® values of 0.370 and 0.555 mDyn/A,
respectively) show therefore as expected—the strongest
interaction found for Group 1 complexes. In summary, the
interaction strength in these complexes is influenced by
benzene ring substitution, the nature and orientation of the
ligand interacting with the benzene ring, together determin-
ing the competition between van der Waals attraction and
the electrostatic repulsion between benzene n and ligand
electrons. This is all well captured by the S, parameter.

It has to be noted that whereas the force constants for a
perpendicular versus parallel arrangement of acetylene and
benzene (complexes 18-26 and 35-36) are similar, the corre-
sponding local mode frequencies are not, as revealed by the
data in Fig. 1. This is a result of different definition of the
masses specifying the interaction between monomer A and
ring B. In 18 with the interaction via one of the acetylene hy-
drogen atoms the hydrogen mass (m = 0.994 amu) is taken for
monomer A whereas in 35 or 36 the center of mass of acety-
lene is taken (m = 19.11 amu). This mass enters eqs. 18 and
19 determining the local mode frequency. This clearly shows
that local mode force constants which are independent on
the mass are the better suited bond strength descriptor.

Group 2

Complexes 39-49 involve the interaction of the benzene
7 system with a transition metal hydride and/or oxide. Ac-
cording to our calculations for most Group 2 complexes a =«
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Fig. 7. Dependency between local mode force constant k* and H (rp). (a) Group 1: van der Waals complexes (orange color);
(b) Group 2: transition metal complexes (blue color); Group 3: ferrocenes (green color), Cr sandwich complexes (red color), Ti
sandwich complexes (purple color); Group 4 complexes olive color. The two different data sets of M-Op interactions for Group
3 complexes 52-57 as well as 7—hole and H-bonding interactions for Group 4 complexes 69-71 are labelled as (a) and (b), see
Fig. 1. For model chemistries used, see “Computational details”.
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complex between the metal and one of the C-C ring bonds is
formed, which moves the metal atom away from the benzene
center (see BPs in Figs. S5 and S6 of Supporting Information).
Exceptions are the CoO-benzene 46 and the NiO-benzene
complex 47 exhibiting Cg, symmetry, i.e., the metal oxide is
located above the benzene ring center. As indicated by the
negative H (1) values, the interaction is covalent for all mem-
bers of that group. Local mode force constants in this series
are in a range between 0.3 and 1.7 mDyn/A, which indicates
that the strength of the = interaction of these complexes is
smaller than that found for ferrocenes force constant values
in the range between 2.3 and 4.0 mDyn/A. On the other hand,
the transition metal hydrides and oxides form stronger = in-
teractions with benzene than the Cr and Ti sandwich com-
plexes, which is indicated by more negative H (rp) values, as
shown in Fig. 7b. Overall, the specific strength of the r in-
teraction in Group 2 complexes depends on the character of
the metal atom, i.e., its electron configuration, polarizability,
and the different net charge of the metal atom.

We also tested for this group the bond disassociation en-
ergy (BDE)?00-202 35 an alternative measure of the interaction
strength and how it relates to our local mode force constant.
However, it has to be noted that the BDE is a reaction param-
eter that includes all changes taking place during the disso-
ciation process. Accordingly, it includes any (de)stabilization
effects of the fragments to be formed. It reflects the energy
needed for bond breaking, but also contains energy contribu-
tions due to geometry relaxation and electron density reorga-
nization in the dissociation fragments. Therefore, the BDE is
not a suitable measure of the intrinsic strength of a chemical
bond and its use may lead to misjudgments, as documented
in the literature.”#149-203-206 Thyjs is reflected by the weak cor-
relation of local mode force constant k* and the BDE for
Group 2 complexes shown in Fig. 8. Although in these com-
plexes reorganization of the electron density and geometry
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Fig. 8. Correlation between local mode force constant k* and
bond dissociation energy (BDE) for complexes of Group 2. For
model chemistries used, see “Computational details”.

_10 T T H T 42 T T T T
o v e e
—154 i ‘- ]
41 ) (@D) ()
e
] 49 ]
207 e 3 G
5 %
E25l QD ¢ .
© o
£ < e
w -30 : ]
a 48 (@»)
m
% a3
-35- 7 @ . 45 ]
(- 5 L e ;
-40] < () CPIE
®
_45 T T T T T T T
0.2 0.4 0.6 08 0 12 1.4 1.6 1.8
k? [mDyn/A]

relaxation is expected to be small, there is no significant over-
all correlation between these two properties. What we find is
a clustering of similar complexes, such as for the NiO-, FeO-,
and CoO-benzene complexes 47, 45, and 46; or the AgH-,
AuH-, and PtH-benzene complexes 41, 40, and 42.

Group 3

Complexes50-67 involve ferrocenes 50-57, chromocenes
58, 61, 62, two Cr-benzene reference complexes 59, 60,
and Ti sandwich compounds 63-67. Metal-ligand bonding in
metallocenes involves the metal 3d electrons interacting with
the 7 electrons of the two Cp rings.??” In the field of the Cp
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ligands the 3d orbitals of the metal split up into two degen-
erate e,’, followed by an a,’, and two higher lying e,” orbitals
which combine with Cp?~ framework orbitals. According
to MO theory, metal-ligand bonding is predominately due
to the stabilization of the e,” w orbitals of the Cp ligands
through combination with the e;” metal d orbitals (3d,, and
3d,, when the z axis coincides with the fivefold symmetry
axis).2%8 This leads in ferrocenes with four of the six Fe 3d
electrons occupying the e,’ orbitals to the strongest ligand-
metal interactions, followed by chromocenes with only
three of the four Cr 3d electrons occupying e, orbitals (one
electron occupies the a,” following Hund’s rule of maximum
multiplicity) with the weakest metal-ligand interaction for
Ti sandwich complexes, because Ti has only two 3d elec-
trons.??” These MO-based considerations are fully in line
with our results presented in Figs. 6 and 7b.

In addition to changing the metal atom, the strength of
the metal-ligand 7 interaction in metallocenes can be mod-
ified via Cp ring substituents or replacement of the Cp car-
bons with heteroatoms. For example, the Fe-Cp interaction
in ferrocene can be strengthened by replacing all Cp hydro-
gen atoms with fluorine, thus increasing the ring = density,
as realized in ferrocene complex 52, increasing k* from 3.305
mDyn/A in ferrocene 50 to 3.937 mDyn/A, the strongest sand-
wich complex of Group 3. This is in line with experimental
and theoretical data of substituted ferrocenes?’*21° suggest-
ing that electron accepting substituent leads to a larger over-
lap between the iron d orbitals and the Cp orbitals, while
the electron-donating substituent results in less iron d to Cp
mixing. It is also interesting to notice that the k value of
the unsubstituted Cp of complex 52 becomes smaller (3.251
mDyn/A). This indicates that while fluorine substitution in-
creases orbital mixing between the fluorinated Cp and Fe d
orbitals at the same time the orbital mixing between the un-
substituted Cp and the Fe d orbitals decreases, as a result of
electronic density transfer within the Fe d orbitals in a di-
rection of the substituted Cp. Substitution of Cp with methyl
groups as realized in 53, has a similar although smaller ef-
fect as reflected by a k® value of 3.561 mDyn/A, and a k°
value of 3.242 mDyn/A for the interaction with the unsub-
stituted Cp ring. Combining both, i.e., fluorination of one
CP ring and methyl substitution of the other as realized in
54 leads to a slight decrease of both the fluoro-substituted
and the methyl-substituted Cp ring force constants (3.928 and
3.337 mDyn/A). One way to weaken the intermonomer inter-
action is to replace all C ring atoms with P decreasing the
ring = density, as realized in ferrocene complex 56 leading
to a k? value of 2.299 mDyn/A, the smallest value found for
Group 3 complexes. Complexes 55-57 show the effect of com-
bining a methyl-substituted Cp with the pentaphospha-Cp
ring. By increasing the number of the methyl group substi-
tution in the Cp ring k® increases from 3.027 mDyn/A for
the unsubstituted Cp in 55, through 3.047 mDyn/A for the
dimethyl-substituted Cp ring in 56 to 3.079 mDyn/A for the
pentamethyl-substituted Cp ring in 57. Similarly, the value k*
decreases for the pentaphospha-Cp ring from 2.326 mDyn/A
for the reference complex 55 through 2.299 mDyn/A for the
dimethyl-substituted Cp ring in 56 to 2.263 mDyn/A for the
pentamethyl-substituted CP ring in 57. These results clearly
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Fig. 9. The iso-surface of electron density for weak (57),
medium (51), and strong (52) ferrocenes. The surface was gen-
erated using the independent gradient model?!! with the iso-
surface value of 0.02.
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show the complex interplay of ring substitution on the
intermonomer interaction strength in ferrocenes, perfectly
monitored by the local force constant.

The resulting change in the intermonomer electron den-
sity can be visualized via the iso-surface of electron density as
shown in Fig. 9 comparing the three surfaces for weak (57),
medium (51), and strong (52) ferrocene. According to Fig. 9
we observe an increase in the total electron density between
the metal and the = system of the Cp rings for the strong fer-
rocene (52) when compared with the electron density in this
region of the weak (57) ferrocene, which is consistent with
the values of the local mode force constants of these com-
plexes (2.263/3.079 and 3.937/3.251 mDyn/A for the 57 and
52 complexes, respectively).

As discussed above chromocene 58 has a weaker metal-
ligand interaction than ferrocene with a k® of 2.970
mDyn/A compared to the ferrocene value of 3.358 mDyn/A.
Complexes 59 and 60 show the effect of a phosphorus ligand
P(OMe); on the 7 interaction between Cr and a single Cp ring.
Substitution of the CO ligand in 59 with P(OMe); as realized
in 60 slightly decreases k* from 3.330 to 3.296 mDyn/A indi-
cating that o electron-donating ligands decrease the 7 inter-
action between Cr and the Cp ring. It is interesting to note
that bending increases the metal-Cp interaction as reflected
by the increased k* values of complexes 61 and 62 (3.417 and
3.324 mDyn/A, respectively) compared to the chromocene ref-
erence value of 2.970 mDyn/A. Bending the Cp rings increases
the overlap between the Cp ring = orbitals from the ring and
the Cr d orbitals, which results with a stronger = interaction.
Replacing one hydrogen atom in 61 with a silyl group, 62,
lowers the r interaction between Cr and the Cp rings, which
is most likely a steric effect of the bulky SH; group being lo-
cated between the rings.

Sandwich complexes involving Ti and two U-shaped 2,4-
dimethylpentadienyl ligands are shown in 63-67. In partic-
ular the effects of o electron donation to the metal from
the thee phosphorus ligands P(Me);, P(OEt);, and PF3, are
presented in complexes 65, 66, and 67, respectively. We
observe an increase in k* from 1.158, through 1.254, to
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1.631 mDyn/A for 65, 66, and 67 respectively, which is in
line with the decreasing o electron donation character of
these three phosphorus ligands. As the atom attached to the
P atom in the phosphorus ligands becomes more electroneg-
ative, the empty P-X o* orbital becomes more stable mak-
ing it a better acceptor of electron density from the metal.
Therefore, the PF; phosphorus ligand shows also a ¢* back
donation effect accepting electrons from the metal. Accord-
ing to our results, the strength of the = interaction between
Ti and dimethylpentadienyl ligands becomes stronger with
a weaker o electron-donating ligand, and in the case of PF;
which additionally accepts electrons from the metal, the
strength of the complex 67 (1.631 mDyn/A) becomes even
larger than in the phosphorus-free ligand complex 64 (1.118
mDyn/A).

Group 4

To diversify our test set we included in Group 4 a simpli-
fied model of the gallic acid dimer complex 68 probing the
recently suggested oxygen—r hole interactions in addition to
in-plane hydrogen bonding when exposed to ether 69, ketone
70 or fluorosubstituted ether 71, as well as formic and
acetic acid dimer 72 and 73 and the water dimer 74 as ref-
erences for the in-plane hydrogen bonds. There has been an
increasing interest over the last years in noncovalent inter-
actions based on the presence of electron-depleted regions,
so-called o or & holes, with high directionality and strength,
comparable to hydrogen bonds.?'2?!3 Although the popular
molecular electrostatic potential approaches®!*2!5 provide
qualitative insight, there is a need for a more rigorous quan-
tification considering the fact that besides a strong electro-
static component other factors contribute to the strength of
these interactions, such as polarization and charge transfer
effects, complemented by dispersive forces, just to name a
few. In this work we used the local intermonomer force con-
stant k? for this purpose, which already has turned out as
an efficient tool to assess the 7-hole interaction strength be-
tween aryl donors and small molecule acceptors.>!

As shown by the data in Fig. 1 the oxygen—-n hole inter-
actions in 69-71 are considerably weaker than the in-plane
hydrogen bonds ranging from k* = 0.066, through 0.035 to
0.044 mDyn/A, respectively compared to the corresponding
hydrogen bonds ranging from k* = 0.339, through 0.326-
0.337 mDyn/A, respectively. This is also reflected in the in-
teraction distances, being on the order of 2.9-3.2 A for the
oxygen-n hole interactions compared to 1.6-1.9 A for the hy-
drogen bonds. Replacing the methyl hydrogen atoms of the
ether with fluorine atoms as realized in 71 slightly weakens
the oxygen-n hole interaction as well as replacing dimeth-
lyether with acetone. The effect on the in plane hydrogen
bond is marginal. Compared to hydrogen bonding in the
water dimer 74 in all dimer complexes 68-73 the hydro-
gen bond strength is strongly increased by double hydrogen
bonding,'?* as reflected by the shorter distances and larger
force constants (d in the range of 1.5-1.6 A compared to 1.9
A for the water dimer; k? in the range of 0.32-0.34 mDyn/A
compared with 0.18 mDyn/A). Overall, these results show that
the local intermonomer force constant has a broad spectrum
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including also 7 hole interactions and their comparison with
conventional hydrogen bonding.

Conclusions

In this study we developed and tested the new local mode
parameter for a precise description of the intermolecular =
interaction between two monomers. It was derived from the
set of nine possible intermonomer normal modes. One of the
three intermonomer normal stretching modes included in
this set, the S, mode, corresponds to the genuine stretching
between the monomers, thus reflecting the intermolecular
interaction between these two monomers. Our study iden-
tified the local mode force constant k* connected with the
S, mode as a qualified measure of the strength of this inter-
monomer interaction, outperforming other approaches de-
scribing these interactions with averaged force constants or
force constants guided by the BPs of the electron density. The
new parameter was tested for a diverse set of molecular com-
plexes, which was divided into four groups. Group 1 included
atoms, ions, and small molecules interacting with benzene
and substituted benzenes. Group 2 included transition metal
hydrides and oxides interacting with benzene, while Group
3 involved ferrocenes, chromocenes, and titanium sandwich
compounds. Group 4 presents an extension to oxygen—m hole
interactions in comparison with in-plane hydrogen bonding.

We found that the strength of the 7 interactions in these
diverse molecular clusters can vary from weak interactions
with predominantly of electrostatic character, such as be-
tween argon and benzene, to strong interactions with a sub-
stantial covalent nature, all being seamlessly described and
compared with the new intermonomer local mode force con-
stant, developed in this work.
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