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## GRAPHICAL ABSTRACT



## H I G H L I G H T S

- Proposes a series of complexes targeting DNA and their structure-activity profile.
- Features local mode analysis (LMA) in extracting local bond strength character.
- Compares local descriptors of LMA to global descriptors of bond dissociation energies.
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#### Abstract

We have investigated the bonding features of 18 Ruthenium(II) polypyridyl complexes of the type [Ru(tpy)(L)(Guo)] ${ }^{n+}$, containing a tridentate $2,2^{\prime}: 6^{\prime}, 2^{\prime \prime}$-terpyridine ligand (tpy) and various bidentate ancillary ligands L, which form monofunctional adducts with guanine derivatives, such as guanosine (Guo). The main scaffold is motivated by the work of Simović et al. (2019). These complexes have been proposed to form a covalent bond with the nucleobase Guanine at its $\mathrm{N}_{7}$ position. This work illustrates the power of our local mode analysis in characterizing the strength of chemical interactions for experimentalists and theoreticians alike.
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## 1. Introduction

Cancer is broadly known as the uncontrolled division of cells, but it is arguably better known as the second leading cause of death in the United States, despite delays in diagnosis onset by the COVID-19 pandemic [1]. Metal-based chemotherapies, such as cisplatin and its derivatives, have dominated the field of cancer therapeutics, with use in roughly $50 \%-70 \%$ of cancer treatments [2]. These drugs benefit from slow ligand exchange rates and two oxidation states that allow for various coordination geometries and ligands that can be further modified for solubility, target selectivity, and cytotoxicity [3]. These targets range from the prototypical cancer target, DNA, with drugs like cisplatin, [4] to proteins and transcription factors [5], as seen with oxaliplatin [6]. While these complexes exhibit a variety of frameworks and viable targets, platinum-based chemotherapies have attenuated bacterial resistance in some cancers [7]. In light of this, new metal complexes are needed to mitigate this bacterial resistance with similar solubility, framework tunability, and cytotoxicity.

Ruthenium-based drugs have seen a great deal of success in treating a wide class of cancers, with drugs such as NAMI-A [8], NKP1339 [9], and KP1019 [10] seeing phase I of clinical trials, and TLD1433 [11] seeing phase II of clinical trials in treating colorectal cancers. With the prior drugs sharing an imidazole/indazole group and a perchlorinated $\mathrm{Ru}(\mathrm{III})$ center, TLD1433 is a $\mathrm{Ru}(\mathrm{II})$-polypyridyl complex containing two $6,6^{\prime}$-dimethyl-2,2'-bipyridine ancillary ligands with and a main $\alpha$ terthienyl ligand. These anticancer complexes can take on a variety of frameworks, as seen with ruthenium arene phosphaadamantane (RAPTA) complexes, half-sandwich complexes, and the previously mentioned Ru(II)-polypyroidal complexes, which are currently being used in general chemotherapy and photochemotherapy regimens [12]. Recent works by McQuaid et al. have provided an experimental basis for the binding modes of these complexes with both duplex DNA and Gquadruplexes via X-ray Crystallography, and this provides a structural basis for the chemotherapeutic potential of these complexes [13,14].

Other groups have investigated the efficacy of Ruthenium (II) polypyridyl complexes as DNA-binders in chemotherapy and photodynamic therapy regimens, such as the Simović group [12,15,16] and the Loftus group [17,18] with their Ru (II) $2,2^{\prime}: 6^{\prime}, 2^{\prime \prime}$-terpyridine (tpy) complexes and ancillary bidentate ligands. These complexes express an exclusively meridional geometry, which has been reported to increase the solubility of $\mathrm{Ru}(\mathrm{II})$ polypyridyl drugs in aqueous media [19]. With a similar scaffold, the emphases for these groups are slightly different. The Loftus group has tuned their complexes for drug-delivery systems, with low-lying triplet metal-to-ligand-charge-transfer ( ${ }^{3}$ MLCT) and triplet ligand field ( ${ }^{3} \mathrm{LF}$ ) states previously reported to lead to superior photosensitizers [20], whereas the Simović group emphasizes their complexes' innate cytotoxicity in both proteins and cancerous DNA. Although both series of complexes contain axial ligands that allow these drugs to function as monofunctional adducts post-water association, the nitrile group of the Loftus complexes is photolabile and this group is released upon a singlet-triplet (ST) transition, wheras the chlorine ligand in the Simović group's complexes is readily released, forming a Ru(II) aquamet species.

Prior work from our group focused on the experimentally determined quantum yields of the Loftus group to determine if there was a correlation between those values and Ru-NC bond strengths via nitrile dissociation [21]. They concluded that changes in the metal framework, from the triplet excited state to the singlet ground state, precede the breaking of the Ru-NC bond and that complexes with higher quantum yields generally display higher Ru-NC bond strengths and ST splittings. They also observed an inverse relationship between the strength of the Ru-NC bond and the axial portion of the bidentate ligand, as shown in other prior work [22]. As that work primarily focused on the function of these complexes as drug-delivery systems, in this work we focused on the question of: What is the efficacy of this framework to serve as monofunctional adducts, as opposed to drug-delivering agents?

Others have been interested in monofunctional adducts for DNA damage, as prodrugs that form covalent bonds with their target resurge
in popularity [23]. Shown in prior work, these drugs have access to a variety of cellular transport mechanisms, whether it is via iron transporters [24] or human serum albumin (HSA) [25], and a wide array of tunable geometries that vary target-selectivity and photochemical affinity. Shown in Fig. 1 are the complexes observed in this study and their associated guanosine adducts. Noted for their structural similarity, complex 3 contains a bipyridine (bpy) ligand, whereas complex 4 contains a 1,10-phenanthroline (phen) ligand. Complexes 16-18 serve as an extension of complex 3 with modifications to the main scaffold. Complexes $8-15$ vary the trend of using aromatic N -heterocycles as ancillary ligands, including acetylacetonate (acac) derivatives and a 2 -oxidobenzoate group in complex 15. complexes 13 and 14 subtend this trend by including aminated acac derivatives to determine the significance of incorporating a Ru-O bond in the scaffold. Similar drugs to the scaffold have been noted for both their DNA-binding and photochemical affinity, so bond strength measures were determined for the complexes in both the singlet ground state and first triplet excited state to indicate any changes in the metal framework that would allow for favorable photo-induced transitions.

In this work, DNA-binding affinity was assessed via local vibrational mode force constants $\mathrm{k}^{a}$ derived from the local vibrational mode theory, developed by our group [26,27], complemented with topological analysis of the electronic density using Bader's quantum theory of atoms-in-molecule (QTAIM) $[28,29]$. We hope to demonstrate in this manuscript the level of detail and chemical intuition local mode analysis (LMA) offers over other methodologies, inspiring the broader community to add LMA to their repertoire.

## 2. Computational methods

### 2.1. Local vibrational mode analysis

LMA, originally developed by Konkoli and Cremer [30], has become a versatile tool for extracting important chemical information from vibrational spectroscopy data, often hidden due to the delocalization of normal vibrational modes in polyatomic molecules [31]. Besides pioneering to a new way to analyze vibrational spectra, as shown in the composition of normal mode (CNM) analysis [32] LMA has led to a new quantitative measure of bond strength based on local vibrational mode force constants ( $\mathrm{k}^{a}$ ) [33]. The underlying theory as well as a comprehensive overview of LMA applications can be found in two recent review articles [26,27].

Rather than directly comparing values of local force constants, it is conventional to associate a bond strength order (BSO) for a series of compounds. This relationship can be described by a generalized Badger rule, as shown from the work of Kraka, et al. [34]
BSO $\mathrm{n}=a\left(\mathrm{k}^{a}\right)^{b}$
The constants $a$ and $b$ in Eq. (1) can be determined by two reference compounds with known $\mathrm{k}^{a}$ and the requirement that for a zero $\mathrm{k}^{a}$ the corresponding BSO $n$ value is zero. For this work, using RuH and RuO as reference molecules, the values of those constants were determined to be $a=0.7441$ and $b=0.3879$, based on scaled Mayer bond orders [35] ( 1.0 for the RuH bond and 1.5803 for the RuO bond, respectively) and local mode force constants $(2.143$ and $6.978 \mathrm{mDyn} / \AA$ for RuH and RuO , respectively), calculated at a PBE0/cc-pVTZ/SDD level of theory [21].

### 2.2. QTAIM analysis

As done in previous work [21] the covalent character of the Ru$\mathrm{N}_{7}$ (RuN) and Ru-L ${ }_{a x}$ (RuL) bonds was assessed by the Cremer-Kraka criterion $[36,37]$ analyzing the value of the energy density $\mathbf{H}_{\mathbf{b}}$ taken at the bond critical point $\mathbf{r}_{\mathbf{b}}$ along the electron density path spanning two atoms in a bond or weak interaction $[28,29]$. A negative value of $\mathbf{H}_{b}$ indicates the predominately covalent character of the chemical bond or chemical interaction, while a positive value reflects the electrostatic character of the interaction. [36,37]
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Fig. 1. The series of complexes observed in this study. All complexes, in both singlet ground and triplet excited states, were optimized with a (U)PBEO/cc-pVTZ/SDD level of theory. The charge ( n ) on the Ru(II) center varies as follows: $n=0$ for complex $15, n=+1$ for complexes $8-14$, and $n=+2$ for the remaining complexes.

### 2.3. DFT calculations

All geometry optimizations, frequency calculations, and wave function analyses were performed using Density Functional Theory (DFT) [38] The PBE0 (PBE1PBE) hybrid functional was used, [39] as it has been previously shown to best match experimental results for
methylimidazole complexes [40]. Dunning's and Kendall's cc-pVTZ basis set [41] was used in addition to the Stuggart-Dresden effective core potential (SDD) to account for the relativistic effects seen with secondrow transition metals. This effective core potential is a quasi-relativistic $a b$ initio pseudo-potential that substitutes the M(Z-28)+ core orbitals and the more optimized GTO valence basis set and the corresponding

Table 1
Table of Local Mode parameters. Bond length $\mathrm{q}_{n}(\AA)$, local mode force constant $\mathrm{k}^{a}$ (mdyn/ $\AA$ ), bond strength order BSO, electron density $\rho_{b}$ (e/Bohr${ }^{3}$ ), energy density $H_{b}\left(\mathrm{Har}^{\prime} / \mathrm{Bohr}^{3}\right)$ at the bond critical point b , and the singlet-triplet (ST) splitting ( $\mathrm{kcal} / \mathrm{mol}$ ) for complexes $1-18$. (U)PBE0/cc-pVTZ/SDD level of theory.

| Complex | Singlet |  |  |  |  | Triplet |  |  |  |  | ST splitting |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{q}_{n}$ | $\mathrm{k}^{a}$ | BSO | $\rho_{b}$ | $\mathrm{H}_{\mathrm{b}}$ | $\mathrm{q}_{n}$ | $\mathrm{k}^{a}$ | BSO | $\rho_{b}$ | $\mathrm{H}_{\mathrm{b}}$ |  |
| RuN bond |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 2.110 | 1.671 | 0.908 | 0.087 | -0.018 | 2.071 | 1.671 | 0.908 | 0.101 | -0.028 | 40.272 |
| 2 | 2.112 | 1.533 | 0.878 | 0.087 | -0.018 | 2.076 | 1.636 | 0.901 | 0.100 | -0.027 | 39.488 |
| 3 | 2.144 | 1.318 | 0.828 | 0.081 | -0.015 | 2.106 | 1.532 | 0.878 | 0.093 | -0.023 | 41.647 |
| 4 | 2.141 | 1.339 | 0.833 | 0.081 | -0.015 | 2.103 | 1.555 | 0.883 | 0.093 | -0.023 | 41.779 |
| 5 | 2.145 | 1.405 | 0.849 | 0.083 | -0.017 | 2.144 | 1.399 | 0.848 | 0.085 | -0.019 | 15.271 |
| 6 | 2.146 | 1.305 | 0.825 | 0.080 | -0.014 | 2.111 | 1.493 | 0.869 | 0.091 | -0.022 | 40.738 |
| 7 | 2.159 | 1.187 | 0.795 | 0.078 | -0.014 | 2.159 | 1.187 | 0.795 | 0.090 | -0.021 | 36.532 |
| 8 | 2.105 | 1.481 | 0.867 | 0.088 | -0.019 | 2.091 | 1.577 | 0.888 | 0.095 | -0.023 | 28.904 |
| 9 | 2.103 | 1.496 | 0.870 | 0.088 | -0.019 | 2.087 | 1.603 | 0.894 | 0.095 | -0.024 | 28.769 |
| 10 | 2.103 | 1.498 | 0.870 | 0.088 | -0.019 | 2.094 | 1.662 | 0.906 | 0.088 | -0.011 | 28.283 |
| 11 | 2.114 | 1.423 | 0.853 | 0.086 | -0.018 | 2.114 | 1.423 | 0.853 | 0.086 | -0.018 | 27.632 |
| 12 | 2.110 | 1.474 | 0.865 | 0.088 | -0.020 | 2.118 | 1.447 | 0.859 | 0.089 | -0.021 | 33.039 |
| 13 | 2.157 | 1.202 | 0.799 | 0.078 | -0.014 | 2.151 | 1.315 | 0.827 | 0.077 | -0.007 | 20.485 |
| 14 | 2.174 | 1.152 | 0.786 | 0.074 | -0.011 | 2.169 | 1.242 | 0.809 | 0.073 | -0.004 | 15.255 |
| 15 | 2.131 | 1.367 | 0.840 | 0.083 | -0.016 | 2.123 | 1.519 | 0.875 | 0.084 | -0.021 | 14.538 |
| 16 | 2.140 | 1.322 | 0.829 | 0.081 | -0.015 | 2.106 | 1.535 | 0.879 | 0.093 | -0.023 | 41.851 |
| 17 | 2.140 | 1.325 | 0.830 | 0.081 | -0.015 | 2.106 | 1.541 | 0.880 | 0.093 | -0.023 | 40.573 |
| 18 | 2.144 | 1.326 | 0.830 | 0.081 | -0.015 | 2.107 | 1.532 | 0.878 | 0.093 | -0.023 | 40.887 |
| RuL bond |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 2.133 | 1.532 | 0.878 | 0.086 | -0.019 | 2.133 | 1.532 | 0.878 | 0.090 | -0.022 |  |
| 2 | 2.132 | 1.514 | 0.874 | 0.087 | -0.020 | 2.132 | 1.514 | 0.874 | 0.092 | -0.023 |  |
| 3 | 2.058 | 1.949 | 0.964 | 0.103 | -0.028 | 2.058 | 1.949 | 0.964 | 0.102 | -0.029 |  |
| 4 | 2.064 | 1.880 | 0.951 | 0.101 | -0.027 | 2.064 | 1.880 | 0.951 | 0.100 | -0.028 |  |
| 5 | 1.991 | 2.097 | 0.992 | 0.122 | -0.042 | 1.991 | 2.097 | 0.992 | 0.128 | -0.046 |  |
| 6 | 2.059 | 1.975 | 0.969 | 0.103 | -0.028 | 2.059 | 1.975 | 0.969 | 0.104 | -0.030 |  |
| 7 | 2.061 | 1.967 | 0.967 | 0.102 | -0.028 | 2.061 | 1.967 | 0.967 | 0.104 | -0.030 |  |
| 8 | 2.048 | 1.961 | 0.966 | 0.091 | -0.015 | 2.048 | 1.961 | 0.966 | 0.102 | -0.022 |  |
| 9 | 2.042 | 2.009 | 0.975 | 0.092 | -0.015 | 2.042 | 2.009 | 0.975 | 0.103 | -0.022 |  |
| 10 | 2.040 | 2.026 | 0.979 | 0.092 | -0.015 | 2.040 | 2.026 | 0.979 | 0.087 | -0.017 |  |
| 11 | 2.041 | 2.031 | 0.979 | 0.093 | -0.016 | 2.041 | 2.031 | 0.979 | 0.093 | -0.016 |  |
| 12 | 2.046 | 1.914 | 0.957 | 0.090 | -0.014 | 2.046 | 1.914 | 0.957 | 0.102 | -0.022 |  |
| 13 | 2.030 | 2.265 | 1.022 | 0.112 | -0.035 | 2.030 | 2.265 | 1.022 | 0.108 | -0.023 |  |
| 14 | 2.019 | 2.346 | 1.036 | 0.115 | -0.037 | 2.019 | 2.346 | 1.036 | 0.111 | -0.026 |  |
| 15 | 2.011 | 2.191 | 1.009 | 0.105 | -0.025 | 2.011 | 2.191 | 1.009 | 0.105 | -0.030 |  |
| 16 | 2.058 | 1.947 | 0.964 | 0.102 | -0.028 | 2.058 | 1.947 | 0.964 | 0.103 | -0.029 |  |
| 17 | 2.059 | 1.944 | 0.963 | 0.103 | -0.028 | 2.059 | 1.944 | 0.963 | 0.102 | -0.029 |  |
| 18 | 2.060 | 1.943 | 0.963 | 0.103 | -0.028 | 2.060 | 1.943 | 0.963 | 0.102 | -0.029 |  |

spin-orbit coupling operator [42]. For all triplet state calculations, unrestricted DFT was applied [43]. DFT calculations were carried out with Gaussian 16 [44]. An UltraFine integration grid was used in all DFT calculations [45]. Local mode force constants were calculated using the program package LModeA [46]. QTAIM was performed with the AIMALL program, and Mayer bond orders were calculated with Gaussian 16.

### 2.4. Bond dissociation energies

Bond dissociation energies ( $\mathrm{E}_{\text {diss }}$ ) for the RuN bond were determined for the following process:
$\operatorname{Ru}($ tpy $)(\mathrm{L})^{n+} \ldots \mathrm{Guo} \rightarrow \operatorname{Ru}(\mathrm{tpy})(\mathrm{L})^{(n-1)+}+\mathrm{Guo}^{+}$
where the following equation determined the energies [47]:
$\mathrm{E}_{\text {diss }}=\mathrm{E}\left(\mathrm{Ru}(\mathrm{tpy})(\mathrm{L})^{(n-1)+}\right)+\mathrm{E}\left(\mathrm{Guo}^{+}\right)-\mathrm{E}\left(\mathrm{Ru}(\mathrm{tpy})(\mathrm{L})^{n+} \ldots \mathrm{Guo}\right)$
Minimum energies were determined for the monomers and dimer complex using a PBE0/cc-pVTZ/SDD level of theory for both singlet and triplet states using Gaussian 16. Unrestricted DFT was applied for all triplet state calculations.

## 3. Results and discussion

## 3.1. $D N A /$ guanosine affinity

Local mode force constants and related BSO $n$ values were used to determine the relative binding affinity of these complexes with
guanine derivatives at the $\mathrm{N}_{7}$ position and their axial ligand $\mathrm{L}_{a x}$. Table 1 summarizes the data collected in this analysis, with the singlet-triplet (ST) splitting for each complex shown on the right and the bond's electronic density $\rho_{\boldsymbol{b}}$ shown for comparison to the energy density $\mathrm{H}_{b}$ at the bond critical point. Local mode force constants and their corresponding Mayer bond orders were determined using the generalized Badger rule, Fig. 2 demonstrates this power relationship for the complexes and their axial ligand in both the singlet ground and first triplet excited states, with their associated BSO n values plotted against one another. Fig. 2a and b correspond to the plots of the Ru- $\mathrm{N}_{7}$ bond in both the singlet ground state and first triplet excited state. The BSO n values for Fig. 2a range from 0.786 to 0.908 , while for Fig. 2b, these values range from 0.795 to 0.908 . These values tend towards higher local force constants and BSO $n$ values when excited to the first triplet excited state, with a smaller variance separating these values. The complexes with the lowest BSO $n$ values would be complexes 7,13 , and 14 , while those with the highest BSO n values would be complexes 1,2 , and 10. While the exact order of these bond strengths varies from the singlet to the triplet state, the overall trend is preserved in the RuN bond with more bulky, aromatic ligands and electron-withdrawing ligands displaying smaller BSO $n$ values while more flexible, electron-donating ligands displaying higher BSO $n$ values. These plots are best viewed in comparison with plots displaying the local mode force constants for the Ru- $\mathrm{L}_{a x}$ (RuL) bond, where it is evident that on average the local mode force constants and BSOs vary inversely across the complexes for the RuN and RuL bonds.
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### 3.2. Ligand affinity

Fig. 2c and d correspond to the plots of the Ru- $\mathrm{L}_{a x}$ bond in the singlet ground state and first triplet excited state. The BSO $n$ values for Fig. 2c range from 0.874 to 1.036 , while the BSO $n$ values for Fig. 2d range from 0.853 to 1.049 . While the BSO $n$ values tend to be slightly higher in the excited state for the RuN bond, the values in the triplet excited state display a wider range of values, some smaller and some higher. This broadened range contrasts the trend observed for the RuN bond where the BSO n values in the triplet excited state tend to cluster more tightly than the singlet ground state. Fig. 2e and f correspond to the BSO n values for the RuN and RuL bonds plotted in the singlet ground state and triplet excited state, respectively. The trend described
before is then found here when comparing these plots, as for the singlet state there lies greater variability in the RuN BSO n values, whereas in the triplet state there lies greater variability in the RuL BSO $n$ values. This could correspond more broadly to a shift in the electronic density of the singlet ground state that would be expected when transitioning to a triplet excited state. These values generally correspond with a negative linear correlation, where the bond strength of the RuN bond can be diminished by the strengthening of the RuL bond.

### 3.3. The Cremer-Kraka criterion and critical energy density

While this inverse relationship between local mode force constants and BSO n values for the different bonds confirms what was originally


 RuN and RuL $\mathbf{H}_{\mathrm{b}}$ Triplet.
expected for these complexes, this trend also be described in terms of changes in the energy density at the bond critical point $\mathbf{H}_{\mathbf{b}}$ Fig. 3 compares the $\mathbf{H}_{\mathbf{b}}$ values for each bond in the singlet and triplet state, and illustrates the correlations between energy densities of the two bonds. As all electronic density values are negative, it can be confirmed by the Cremer-Kraka criterion that each of these interactions corresponds to a covalent bond $[36,37]$. Similar to the prior figure, Fig. 3a and b correspond to the RuN bond in the singlet and triplet state. The bond energy density values for Fig. 3a range from -0.0195 to $-0.0113 \mathrm{Har} / \mathrm{Bohr}^{3}$, whereas the values in 3 b range from -0.0276 to $-0.0043 \mathrm{Har} / \mathrm{Bohr}^{3}$. A similar pattern is noted for the bond density of the triplet state that was observed for the local mode force constants, in that the energy density of the bond critical points of the RuN bond is not greatly affected by the choice of ligand for this system. The
slight differences in these densities correspond with the trend that more flexible, electron-donating ligands strengthen the energy density of the RuN bond. However, the opposite trend noted for the RuL bond is arguably not maintained for its energy densities. The associated Fig. 3c and d would indicate this bond is highly delocalized over the density. While similar ligands cluster together in these plots, the correlation among these densities is not as evident as in the figures above. The following plots presented in Fig. 3 e and f serve to illustrate these relationships better, displaying the $\mathbf{H}_{\mathbf{b}}$ for the RuN bond and the RuL bond for both the singlet and triplet states. While a negative linear trend can be seen for the singlet state bonds, this trend is obscured for the triplet state bonds. A consistent trend in visualizing these complexes in the triplet state is the tight proximity the complexes keep with one another, where the RuL bonds appear to vary more than the RuN

 (a) RuN Singlet, (b) RuN Triplet, (c) RuL Singlet, (d) RuL Triplet.
bonds. This implies some tunability in this scaffold with similar RuN affinity providing some variability in the energy density attributed to RuL affinity. While comparing the energy density $\mathbf{H}_{\mathbf{b}}$ with BSO $n$ values provides us with similar energetic information in describing these complexes, comparing bond distances and their BSO $n$ values add a needed geometric component to this analysis in extracting how this differential energy character displays itself across the scaffold.

### 3.4. Bond length vs. bond strength

Fig. 4 displays the bond lengths of all complexes compared with their BSO $n$ values. Fig. 4 a and b correspond to the RuN bond in the singlet and triplet state, with bond lengths varying from 2.103 to $2.174 \AA$ in the singlet state and from 2.071 to $2.169 \AA$ in the triplet state. The smallest bond lengths are associated with complexes 9 and 10 in the singlet state, and this is unsurprising as these ligands are the most electron-rich with bulky halogen substituents and by providing density to the RuL bond reinforce the RuN bond. The smallest bond lengths in the triplet state correspond to complexes 1 and 2 , which are the most electron-neutral ligands so great shifts in the energy density of the scaffold would not be anticipated in shifting to a triplet excited state. The largest bond lengths in both singlet and triplet states correspond to complexes 7,13 , and 14 , and this is expected as these ligands share added traits of the polypyridyl scaffold with an N -linking aromatic structure, likely isoelectronic to the other portions of the scaffold. Fig. 4 c and d correspond to the RuL bond in the singlet and triplet state, with bond distances varying from 1.991 to $2.133 \AA$ in the singlet state and from 1.982 to $2.132 \AA$ in the triplet state. These plots serve to substantiate the inverse proportionality of the strength/distance of the RuN bond and the RuL bond, with the shortest RuL bonds generally
displaying longer RuN bonds and the complexes with the longest RuN bonds generally displaying shorter RuL bonds.

Four main clusters appear from these plots: the first simply being complexes 1 and 2 , the next being complexes $5,13,14$, and 15 , with complexes $3,16,17$, and 18 forming the third cluster, and the final cluster being loosely attributed with all other complexes in this work. This first cluster can be described as complexes with great RuN affinity with poor RuL affinity. This can be justified by the electronically neutral nature of these ligands with a lack of $\pi$-conjugation being unable to withdraw electronic density from the RuN bond to then strengthen the RuL bond. The second cluster, with complexes 5, 13, 14 , and 15 , tends to display a lower affinity with the RuN bond and a higher affinity with the RuL bond, and this provides some indication that rigid, aromatic ligands provide sufficient density in their RuL bonds which fails to enhance the density of the RuN bond. Not only does this analysis provide an indication of how to strengthen the RuN bond, but it similarly shows ways to weaken this bond for variable selectivity. The third cluster demonstrates how changes in the main scaffold affect the RuN and RuL bonds, with 3 and 16, each possessing a phenyl group at the 4' position, displaying weaker RuN bonds while 17 and 18 , lacking a phenyl group at the $4^{\prime}$ position, displaying weaker RuL bonds. The remaining cluster of complexes contains ligands with a mix of electronic properties that could serve to abet the weaker RuN affinity seen in cluster 2 with the heightened RuN affinity of cluster 1 with acac aromatic ligands.

### 3.5. Bond dissociation energies

To complement this analysis with other measures of bond strength, bond dissociation energies were calculated for the cleavage of the RuN bond, and these results are shown in Table 2. The bond cleavage


Fig. 5. Bond dissociation energies ( $\mathrm{E}_{\text {diss }}$ ) and BSO n values for RuN bonds (singlet and triplet states) and RuL bonds (singlet and triplet states) calculated at the (U)PBE0/cc-pVTZ/SDD level of theory. (a) Singlet, (b) Triplet.

## Table 2

Bond Dissociation Energies ( $\mathrm{E}_{\text {diss }}$ ) for the RuN bond in complexes 1-18, details concerning these calculations can be found in the Computational Methods section. Energies are listed in units of $\mathrm{kcal} / \mathrm{mol}$.

| Complex | Singlet | Triplet |
| :--- | :--- | :--- |
| 1 | 72.002 | 53.223 |
| 2 | 69.552 | 52.008 |
| 3 | 59.503 | 36.592 |
| 4 | 59.760 | 36.513 |
| 5 | 65.611 | 67.977 |
| 6 | 59.617 | 37.497 |
| 7 | 56.744 | 37.474 |
| 8 | 48.044 | 29.576 |
| 9 | 48.900 | 30.411 |
| 10 | 48.964 | 28.340 |
| 11 | 47.168 | 30.696 |
| 12 | 49.562 | 27.007 |
| 13 | 41.728 | 29.596 |
| 14 | 44.188 | 37.274 |
| 15 | 32.493 | 27.805 |
| 16 | 59.414 | 36.331 |
| 17 | 61.942 | 39.964 |
| 18 | 61.398 | 38.942 |

was considered in terms of a heterolytic cleavage, where the Ru (II) center stabilizes an electron from Guo. These energies are noticeably large, ranging from 32.493 to $72.002 \mathrm{kcal} / \mathrm{mol}$ in the singlet state and 27.007 to $53.223 \mathrm{kcal} / \mathrm{mol}$ in the triplet state, accounting for the outlier observed with complex 5 having a bond dissociation energy of $67.977 \mathrm{kcal} / \mathrm{mol}$. These energies similarly follow the trend seen in the ST splittings, except for complex 5 which displays an ST splitting of $15.271 \mathrm{kcal} / \mathrm{mol}$. From purely an energetic standpoint, it is unclear why complex 5 displays one of the highest $\mathrm{E}_{\text {diss }} \mathrm{s}$ across the series, and yet
it displays one of the lowest ST splittings. Complex 5 presents itself as unaffected by an ST transition as the critical energy density, BSO n values, and bond lengths are narrowly differing from the ground state to the excited state. Shown in Fig. 5 are these energies plotted against their respective local force constants for the RuN and RuL bonds in the singlet and triplet states. These plots illustrate that the binding affinity of these complexes is directly related to the bond strength of their ancillary ligands as shown with our prior analysis; however, these triplet state dissociation energies do not vary proportionally with the calculated triplet state local force constants.

This lack of proportionality is related to the small variance in these energies, especially noted in Fig. 5d, which likely corresponds to the geometric differences of the complexes in their first triplet excited states sharing more similar features than in their geometries in the singlet ground state. Using the local descriptors constructed in the methodology of LMA, mitigates potential pitfalls in using global descriptors, such as bond dissociation energies, to define measures of binding affinity and interaction strengths when more sophisticated tools are available.

## 4. Conclusions and outlook

In summary, the inverse relationship between RuN and RuL bonds indicates binding selectivity for this scaffold. Additionally, the inverse relationship between RuN bonds and activation energies provides another dimension of tunability that aligns with the observations made through the local mode picture. Furthermore, complexes 8-12 exhibit electronic properties that impart sufficient density to the RuN bond, enabling binding with guanine derivatives and resulting in lower activation energies.

Although complex 1 demonstrates the strongest Guo binding affinity, the Guo binding affinities among the 18 complexes do not show
significant differences. However, complexes 13, 14, and 15 exhibit the strongest ligand affinity. These compounds are also notable for their high photochemical affinity, as confirmed by their singlet-triplet splitting energies. Therefore, we recommend further investigating complexes 13, 14, and 15 to develop photoactive Ru-based cancer drugs, while complexes $8-12$ provide the greatest flexibility in a tunable scaffold with modifiable selectivity for DNA. Future works could emphasize using these complexes as major-groove binders and DNA intercalators as mentioned in works of Simović, et al.
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