Exact geometries from quantum chemical calculations
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Abstract

For seventeen molecules, complete basis set (CBS) geometries are obtained for Møller–Plesset perturbation methods at second (MP2), fourth (MP4), and sixth order (MP6) as well as for the Coupled Cluster methods CCD, CCSD, and CCSD(T). The correlation consistent basis sets cc-pVDZ, cc-pVTZ, and cc-pVQZ were systematically applied and calculated geometries extrapolated to the limit of an infinitely large basis set. MP6 equilibrium geometries are more accurate than MP2 or MP4 geometries at the CBS limit and provide AH bond lengths with an accuracy of 0.001 Å. However, AB bonds are always predicted too long because of the lack of sufficient coupling effects between p-electron correlation at MP6. CCSD(T) provides reasonable AB bond lengths although these are in general too short by 0.003 Å. Due to error cancellation very accurate geometries are obtained at the CCSD(T)/cc-pVTZ and CCSD(T)/cc-pVQZ level of theory. With the help of the accurate equilibrium geometries obtained in this work, several experimentally based geometries could be corrected. The effects of HF-optimized basis sets, diffuse functions or the frozen core approximation on geometry optimizations are discussed. It is emphasized that the use of the cc-pVDZ or any other VDZ + P basis set should be avoided in correlation corrected ab initio calculations. © 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

The knowledge of molecular equilibrium geometries is a basic requirement for the understanding of the electronic structure, thermodynamic stability, and chemical reactivity of molecules. Over the last century, experimental work has led to an impressive collection of reliable geometrical data of molecules utilizing spectroscopic (microwave, infrared, Raman, etc.) and diffraction methods (electron diffraction, X-ray diffraction, neutron diffraction, etc.) [1–10]. These techniques yield information on average nuclear positions in ground and excited vibrational states of a molecule, thermally averaged values of distances and angles, or molecular parameters such as effective ground state rotational constants that are related to the geometrical parameters of a molecule[11]. Because of the Heisenberg principle, it is not possible to measure equilibrium geometries $r_e$ directly. These have to be derived from experimentally based molecular structures ($r_0$, $r_{	heta}$, $r_{\alpha}$, $r_{\gamma}$, also $r_s$, $r_m$, $r_w$, $r_c$) using additional information such as the molecular force field, rotation-vibration couplings, coriolis couplings, etc.

The equilibrium geometry $r_e$ of a molecule, although not measurable, is well-defined and directly
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comparable to calculated geometries based on the use of reliable quantum chemical methods [7,11]. Actually, calculated $r_e$ geometries can be used to predict, verify or improve measured geometries in two different ways.

1. Experimentally derived $r_e$ geometries can be used to test the reliability of a given quantum chemical method. If the latter is found to be reliable it can be applied to determine the equilibrium geometry of molecules, for which it is not possible to obtain an experimentally based $r_e$ geometry.

2. Quantum chemical methods can be used to calculate the $r_s$, $r_0$, $r_t$, etc. geometry of a molecule, which can be directly compared with measured geometries. If the method in question is known to lead to reliable geometries (point 1) this approach is the basis for directly checking, complementing or predicting measured geometries.

Clearly, most of the quantum chemical work has focused on task 1 where both the testing of quantum chemical methods and the prediction of unknown $r_e$ geometries have played a large role [12–21]. In recent times, more and more research has focused on task 2) to support the work of spectroscopists and diffracto-

ists in structure determination. Typical examples are the recent structure determination of cyclopropane [22], dioxirane [23] or benzene [24].

In this work, we will contribute to a better understanding of quantum chemically obtained geometries. While experimental geometries depend on the measuring technique, the environment of the molecule (gas phase, liquid, solution or solid), and the state of the molecule (electronic, vibrational, rotational), calculated geometries of a given molecular state depend on the quantum chemical method applied, in particular the amount of electron correlation covered, and (within any LCAO approach) on the number of basis functions used. Since electron correlation effects and basis set effects both influence the calculated geometry, it is difficult to separate both effects. Thirty years of quantum chemical work have led to considerable knowledge about the accuracy of molecular properties calculated with a given basis set and a given method. Nevertheless, it is still an art in itself to choose method and basis set for the calculation of a molecular geometry in such a way that the best compromise between computational cost and accuracy of geometrical parameters is obtained.

In this work, we will solve the method/basis set problem in a somewhat different way from what is usually done, namely by eliminating one of the two factors determining the accuracy of a calculated molecular geometry. This can be accomplished by determining that molecular geometry, which will be obtained when the basis set used with a particular quantum chemical method becomes infinitely large, i.e. when the complete basis set (CBS) limit is reached. Geometries obtained at the method/CBS level do no longer depend on deficiencies of a truncated basis set and, therefore, reflect directly the accuracy of the method chosen, which in turn is related to the electron correlation effects covered by it.

Although the advantages of using CBS limit geometries in quantum chemical investigations is obvious, it is not obvious how to determine them. The computational cost of single determinant methods, which cover just pair correlation effects (as described by double $(D)$ excitations) scale with $O(M^7)$ or $O(M^6)$ where $M$ denotes the number of basis functions. The inclusion of three-electron correlation effects (described by triple $(T)$ excitations) leads to $O(M^7)$ and $O(M^8)$ methods while the inclusion of connected four-electron correlations (described by quadruple $(Q)$ excitations) already requires $O(M^9)$ and $O(M^{10})$ methods. Utilizing supercomputers, a pair-correlation method can still be carried out with more than 1000 basis functions, the limit for the simplest $T$ excitation methods is at about 250 basis functions (but extension to 450 basis functions is possible with direct methods, see, for example Ref. [25]), and reduces to just 50–60 basis functions in the case of the $Q$ excitation methods.

Since a hextuple zeta basis augmented with $d$-, $f$-, $g$-, $h$-, and $i$-type polarization functions such as [7s6p5d4f3g2h1i/6s5p4d3f2g1h] can be considered to lead to energies and geometries close or equal to the basis set limit of a given ab initio method, a geometry optimization of a small molecule such as methane would include already 504 basis functions, which is already too large even for the simplest $T$ method. Clearly, CBS limit geometries have to be determined in another way than just extending $M$ to large enough values so that the CBS limit of a given property is reached within calculational accuracy.
However, one can make use of the fact that calculated geometrical parameters $Q$ monotonically converge with increasing basis set to the CBS value $Q(CBS) = Q(M = \infty)$ and that this convergence behavior can be modeled with appropriate exponential functions. Work by Dunning and co-workers [26–30] and more recently by Cremer and co-workers [31–33] has confirmed this in many cases and results obtained by these authors constitute the basis for the present investigation. Furthermore, it can be shown that $Q$ values determined with closely related ab initio methods possess the same or similar convergence behavior, which can also be exploited to obtain $Q(CBS)$ values for expensive methods in an economic way. In the case of $Q$ being the molecular energy $E$, this was observed at an early stage by Popple and led to the $Gp$ ($p = 1, 2, 3$) methods [34–36], which are based on the extrapolation to $E(CBS)$ values of highly correlated methods using the basis set dependence of $E$ calculated for less sophisticated but also less costly methods.

We will present in this work CBS limit geometries as obtained with different correlation corrected methods. The goal of this work is to determine the method that leads to the most accurate $r_s$-geometries. For this purpose, we select a set of suitable test molecules (Table 1) for which (with a few exceptions) accurate experimentally based equilibrium geometries are known [37–66]. Since all molecules considered represent closed/open shell systems without significant multireference character, we will apply single determinant theory starting from a Hartree–Fock (HF) reference wave function. The correlations corrected methods used are limited to single determinant many body perturbation theory (MBPT) [67] and single coupled cluster theory (CC) [68] because these theories lead to hierarchies of size-extensive methods (contrary to configuration interaction theory), which make it possible to investigate the influence of electron correlation effects of increasing order on the accuracy of calculated geometrical parameters. Such a relationship cannot be deduced from correlation corrected methods based on density functional theory (DFT) (for a description on DFT methods, see Ref. [69]) because this theory includes electron correlation in an unspecified way and does not lead to a hierarchy of methods, which lead with increasing sophistication to increasing accuracy of calculated results [70].

MBPT will be used with the Møller–Plesset (MP) perturbation operator [71] at increasing orders $n$ of perturbation theory (MPn series). The MPn series is known to oscillate at lower orders for many molecular properties such as energy, geometry, dipole moment, etc. [67,72]. The even order methods such as second (MP2), fourth (MP4) (for a recent review, see Ref. [67]), and sixth order MP (MP6) [73–78] are the more attractive MP methods because they include always new correlation effects (pair correlation at MP2; orbital relaxation and three-electron correlation at MP4, connected four-electron correlations, disconnected 5- and 6-electron correlations at MP6), which lead to a better quantum chemical description while the odd order MPn methods introduce coupling corrections between correlation effects newly introduced at order $n - 1$. Cremer and He [73–78] showed that extrapolation of even order MPn methods and that of odd order MPn methods leads for energies to the same infinite order limit identical (or close to) the full CI (FCI) value. There are not sufficient data to confirm the same convergence behavior for MPn geometries and, therefore, it will not be possible to use MPn/CBS geometries to extrapolate to FCI/CBS geometries.

A better description of correlation effects is accomplished by projected CC methods [67,68] because these contain infinite order correlation effects. For example, the D excitations in CCD [79,80] cover all possible disconnected pair correlation effects for a given molecule while an extension to single (S) excitations as in CCSD [81] includes also all infinite order orbital relaxation effects. The addition of all infinite order three-electron correlation effects as described by the $T$ excitations is obtained in CCSDT [82,83], which is a very accurate but also a very expensive method (cost being proportional to $N_{\text{iter}} O(M^6)$ where $N_{\text{iter}}$ defines the number of iterations needed in order to obtain self-consistent CC amplitudes). Accordingly, one compromises mostly by adding $T$ excitations in a perturbative way to CCSD thus yielding CCSD(T) [84], which scales with $N_{\text{iter}} O(M^4)$ and, therefore, can be applied for larger $M$ (see above). Since CCSD(T) covers about 70% of the $T$ effects [85,86] contained in the more complete CCSDT method, it provides reasonable estimates of CCSDT geometries.

We will present the results of this work by describing in the next chapter the computational
Table 1
Experimental geometries of the molecules investigated. Bond lengths are given in Å and angles in degree. Reference parameters (*value chosen* are exclusively \( r_e \) parameters or averages over several published \( r_e \) parameters as indicated in the table. For improved values, see text.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Parameter</th>
<th>Type</th>
<th>Exp. (error)</th>
<th>Year</th>
<th>Value chosen</th>
<th>Comment</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH(_2) ((^1\text{B}_1))</td>
<td>(r(\text{CH}))</td>
<td>(r_e)</td>
<td>1.07530 (11)</td>
<td>1988</td>
<td>1.0753</td>
<td>Empirical fit of spectroscopic data [37]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(\theta(\text{HCH}))</td>
<td>(r_e)</td>
<td>133.9308 (21)</td>
<td>1988</td>
<td>133.93</td>
<td></td>
<td>[37]</td>
</tr>
<tr>
<td>CH(_2) ((^1\text{A}_1))</td>
<td>(r(\text{CH}))</td>
<td>(r_e)</td>
<td>1.1112</td>
<td>1988</td>
<td>1.1112</td>
<td>Improved to 1.1081 value kept [37]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(\theta(\text{HCH}))</td>
<td>(r_e)</td>
<td>101.954</td>
<td>1988</td>
<td>101.954</td>
<td></td>
<td>[37]</td>
</tr>
<tr>
<td>CH(_4) ((^1\text{A}_1))</td>
<td>(r(\text{CH}))</td>
<td>(r_e)</td>
<td>1.086 (2)</td>
<td>1994</td>
<td>1.0856</td>
<td>Average</td>
<td>[38]</td>
</tr>
<tr>
<td></td>
<td>(r(\text{e}))</td>
<td>(r_e)</td>
<td>1.0849 (31)</td>
<td>1986</td>
<td></td>
<td></td>
<td>[39]</td>
</tr>
<tr>
<td></td>
<td>(r(\text{e}))</td>
<td>(r_e)</td>
<td>1.0857 (10)</td>
<td>1979</td>
<td></td>
<td></td>
<td>[40]</td>
</tr>
<tr>
<td>HCN ((^3\Sigma))</td>
<td>(r(\text{CH}))</td>
<td>(r_e)</td>
<td>1.0655</td>
<td>1997</td>
<td>1.0655</td>
<td>Average</td>
<td>[40]</td>
</tr>
<tr>
<td></td>
<td>(r(\text{CN}))</td>
<td>(r_e)</td>
<td>1.1534 ± 0.0005</td>
<td>1971</td>
<td>1.1533</td>
<td>Average</td>
<td>[41]</td>
</tr>
<tr>
<td>HNC ((^3\Sigma))</td>
<td>(r(\text{NH}))</td>
<td>(r_e)</td>
<td>0.9960643 (29)</td>
<td>(1993)</td>
<td>0.9951</td>
<td>Average</td>
<td>[45]</td>
</tr>
<tr>
<td></td>
<td>(r(\text{NC}))</td>
<td>(r_e)</td>
<td>1.1683506 (16)</td>
<td>(1993)</td>
<td>1.1685</td>
<td>Average</td>
<td>[45]</td>
</tr>
<tr>
<td>CO ((^3\Sigma^+))</td>
<td>(r(\text{CO}))</td>
<td>(r_e)</td>
<td>1.128230 (1)</td>
<td>1993</td>
<td>1.1282</td>
<td></td>
<td>[48]</td>
</tr>
<tr>
<td></td>
<td>(r(\text{CO}))</td>
<td>(r_e)</td>
<td>1.1282293 (10)</td>
<td>1993</td>
<td></td>
<td></td>
<td>[49]</td>
</tr>
<tr>
<td></td>
<td>(r(\text{CO}))</td>
<td>(r_e)</td>
<td>1.1283226 (1)</td>
<td>1992</td>
<td></td>
<td></td>
<td>[50]</td>
</tr>
<tr>
<td>CO(_2) ((^1\Sigma^+))</td>
<td>(r(\text{CO}))</td>
<td>(r_e)</td>
<td>1.15995 (&lt;1)</td>
<td>1986</td>
<td>1.1599</td>
<td></td>
<td>[51]</td>
</tr>
<tr>
<td>NH(_2) ((^1\text{A}_1))</td>
<td>(r(\text{NH}))</td>
<td>(r_e)</td>
<td>1.0162</td>
<td>1982</td>
<td>1.0112</td>
<td>Average</td>
<td>[52]</td>
</tr>
<tr>
<td></td>
<td>(r(\text{NH}))</td>
<td>(r_e)</td>
<td>1.0118</td>
<td>1957</td>
<td></td>
<td></td>
<td>[53]</td>
</tr>
<tr>
<td></td>
<td>(\theta(\text{HNH}))</td>
<td>(r_e)</td>
<td>107.47</td>
<td>1982</td>
<td>106.54</td>
<td>Average</td>
<td>[52]</td>
</tr>
<tr>
<td></td>
<td>(\theta(\text{HNH}))</td>
<td>(r_e)</td>
<td>106.19</td>
<td>1957</td>
<td></td>
<td></td>
<td>[53]</td>
</tr>
<tr>
<td>N(_2) ((^1\Sigma^+))</td>
<td>(r(\text{NN}))</td>
<td>(r_e)</td>
<td>1.0975992 (13)</td>
<td>1997</td>
<td>1.0976</td>
<td></td>
<td>[54]</td>
</tr>
<tr>
<td>N(_2)H(_2) ((^1\text{A}_1))</td>
<td>(r(\text{NH}))</td>
<td>(r_e)</td>
<td>1.029 (1)</td>
<td>1997</td>
<td>1.029</td>
<td></td>
<td>[55]</td>
</tr>
<tr>
<td></td>
<td>(r(\text{NN}))</td>
<td>(r_e)</td>
<td>1.2084 (78)</td>
<td>1974</td>
<td></td>
<td></td>
<td>[56]</td>
</tr>
<tr>
<td></td>
<td>(r(\text{NN}))</td>
<td>(r_e)</td>
<td>1.247 (1)</td>
<td>1974</td>
<td>1.247</td>
<td></td>
<td>[55]</td>
</tr>
<tr>
<td></td>
<td>(r(\text{NN}))</td>
<td>(r_e)</td>
<td>1.2517 (21)</td>
<td>1974</td>
<td></td>
<td></td>
<td>[56]</td>
</tr>
<tr>
<td></td>
<td>(\theta(\text{NNH}))</td>
<td>(r_e)</td>
<td>106.3 (1)</td>
<td>1997</td>
<td>106.3</td>
<td></td>
<td>[55]</td>
</tr>
<tr>
<td></td>
<td>(\theta(\text{NNH}))</td>
<td>(r_e)</td>
<td>106.9 (8)</td>
<td>1974</td>
<td></td>
<td></td>
<td>[56]</td>
</tr>
<tr>
<td>HNO ((^1\text{A}_1))</td>
<td>(r(\text{NH}))</td>
<td>(r_e)</td>
<td>1.0628</td>
<td>1958</td>
<td>1.0584</td>
<td>Improved to 1.0553</td>
<td>[57]</td>
</tr>
</tbody>
</table>
procedure applied to obtain CBS limit geometries. In Chapter 3, we will compare calculated geometries of 17 small molecules with the experimentally based reference geometries listed in Table 1. On the basis of this investigation we will answer a number of interesting questions: (1) Does MP6 lead to reliable molecular geometries or do we have to apply even higher orders of MPn theory for this purpose?; (2) Which correlation effects have to be covered to obtain useful geometries?; (3) How do MP and CC methods perform in comparison?; (4) Is CCSD(T) sufficient to determine accurate geometries?; (5) What is the most economic way to calculate reliable geometries?

2. Determination of CBS limit geometries using MPn and CC theory

The geometries discussed in this work were calculated with standard MP2, MP3, and MP4 theory (for a recent review, see Ref. [67]) using an unfrozen core and analytical energy gradients [14]. In addition, MP6 calculations (both full and frozen core) were carried out with the program of He and Cremer [73–78], which is part of the program package COLOGNE2000 [87]. Since analytical gradients are not available for MP6, geometries were calculated numerically with the Davidson–Fletcher–Powell algorithm [88]. Beside the complete MP6 calculations, which scale with O(M^5), also the less costly MP6(M7) [73–76] calculations (scaling with O(M^4)) were carried out to investigate larger molecules. In these cases, differences between MP6 and MP6(M7) geometries obtained for smaller basis sets were utilized to predict MP6 geometries for large basis sets according to the procedure outlined by He and Cremer [31]. All CC calculations were carried out with full core and analytical energy gradients as implemented in the program ACES II [89,90].

In Table 1, the experimental reference geometries of the molecules investigated in this work are listed. For most molecules considered, several experimentally
based $r_e$ geometries were published [37–66] where we preferably used those geometries published in the last decades. Otherwise it was difficult to select a particular $r_e$ geometry out of several published and, therefore, we simply used averaged geometrical parameters as a reasonable choice for the purpose of comparison (see Table 1). In a few cases, we found $r_e$ geometries differing so strongly from other published geometries that we excluded them from the averaging procedure. For CH$_2$(1A), HNO(1A'), and H$_2$O$_2$(1A), $r_e$ geometries are available, which are derived from ab initio calculations and fitting of spectroscopic data (CH$_2$ [37]) or from $r_0$ geometries with the help of appropriate models (HNO [91], H$_2$O$_2$ [63]). We used these data in our analysis of ab initio geometries to test their reliability, but based on the results of this work we were able to replace them by more accurate $r_e$ geometries.

Uncertainties in experimental $r_e$, bond lengths and bond angles are often smaller than 10$^{-3}$ Å and 0.1°, respectively (Table 1). Therefore, these parameters were calculated with an accuracy of 10$^{-4}$ Å and 10$^{-2}$°. This required more stringent convergence criteria in both the SCF and the geometry optimizations than are normally applied. A convergence criterion of 10$^{-8}$ with regard to changes in the density matrix was used for the SCF iterations and 10$^{-5}$ with regard to changes in the forces (expressed in mdyn Å) for the geometry optimization.

CBS limit geometries were determined by combining the use of (a) correlation consistent basis sets with (b) a suitable extrapolation formula as will be described in the following.

Basis sets. An investigation of the dependence of calculated geometries on the basis set employed requires the use of basis sets, which systematically and consistently improve the description of the space around the atoms of a molecule. In addition, it requires basis sets, which are designed for correlation corrections rather than HF calculations. The correlation consistent (cc) polarized (p) valence multiple zeta basis sets (cc-pVnnZ) of Dunning [92–97] fulfill these requirements and, therefore, these basis sets were used throughout this work. The size of a cc-pVnnZ basis is determined by the cardinal number m, which for $M = 2$ (cc-pVDZ), 3 (cc-pVTZ), and 4 (cc-pVQZ) defines basis sets of VDZ + P, VTZ + P, and VQZ + P quality given by (9s4p1d/4s1p) [3s2p1d/2s1p], (10s5p2d1f/

$\begin{align*}
Q(m) = Q(\infty) + ae^{-m} + be^{-m^2}
\end{align*}$

(1)

The fitting parameters $a$ and $b$ and the CBS limit $Q(\infty)$ can be determined from three geometry optimizations using a given ab initio method and cc-pVnnZ basis sets for $M = 2, 3$, and 4 [31]. Dunning and coworkers [26–30] derived more precise CBS values by applying also the cc-pV5Z and cc-pV6Z basis sets in selected cases and solving for the three unknowns of Eq. (1) in a least squares fashion. However, such a procedure can no longer be applied for expensive methods such as MP4, CCSD(T) or MP6 in the case of larger molecules and, therefore, we preferred the 3-point procedure for all molecules considered thus losing some accuracy but gaining a common basis for the comparison of CBS limit geometries at different levels of theory.

Despite this simplification, it was still not feasible
to carry out MP6 or CCSD(T) geometry calculations for some of the molecules using cc-pVTZ and cc-pVQZ basis sets. In these cases, we exploited the fact that the fitting parameters $a$ and $b$ of Eq. (1) are closely related for one and the same geometrical parameter when obtained with related MP or CC methods. For example, MP4/CBS limit values determined at the MP4 level with three cc-pVQZ points or just with one point using the curve $Q(m)$ determined at the MP2 level differ only slightly (the mean absolute deviation $|\mu|$ for 20 bond lengths and seven angles is about 0.001 Å and 0.1°, respectively. For more details, see Ref. [31]). Hence, we applied the $a$, $b$ fitting coefficients determined with MP4 (or CCSD) to calculate $Q($CBS$)$ values at the MP6 (or CCSD(T)) level of theory.

In the case of the CCSD(T) geometries, it was possible to compare predicted geometries with recently published CCSD(T) geometries obtained with a direct CC method[21,101]. Predicted AH bond lengths are, compared to calculated values, on the average somewhat too short, which leads to an average error of $-0.0010$ Å for CBS limit values. This means that calculated AH bond lengths are in somewhat better agreement with experimental values. The corresponding errors for predicted AB bond length are smaller (see Table 2) both for a specific basis set and the CBS limit. In the case of bond angles, deviations between predicted and calculated CCSD(T) angles are negligible. Hence, the analysis of calculated CCSD(T) geometries leads to the same general conclusions as found when using predicted CCSD(T) geometries. This provides additional evidence for the reliability of predicted geometries in cases where now and in the near future geometry calculations will not be possible for large basis sets (MP6/cc-pVQZ, etc.).

**Error analysis.** Deviations of calculated geometrical parameters from the corresponding experimental values were analyzed using mean deviation $\mu$, mean absolute deviation $|\mu|$, and standard deviation $\sigma$:

$$\mu = \frac{1}{n} \sum_{i=1}^{n} \Delta_i,$$

$$|\mu| = \frac{1}{n} \sum_{i=1}^{n} |\Delta_i|$$

$$\sigma = \sqrt{\frac{\sum_{i=1}^{n} (\Delta_i - \mu)^2}{n - 1}}$$

(4)

where $Q($cal$)$ denotes a calculated and $Q($exp$)$ the corresponding experimental value of a geometrical parameter $Q_i = \{r, \theta, \tau\}$.

3. Comparison of calculated and experimental geometries

A complete list of all calculated equilibrium geometries is given in the supporting information to this work. Deviations from experimental geometries are analyzed in Figs. 1–6 where the analysis is done separately for MP (Figs. 1–3) and CC methods (Figs. 4–6). A summary of the error analysis is given in Table 2 using the definitions of Eqs. (2)–(4). Geometrical parameters are separated into AH bond lengths, AB bond lengths (A and B heavy atoms), and bond angles (covering both HAH, HAB, and BAB bond angles as well as the HOOH dihedral angle) in view of the different electronic features influencing these geometrical parameters: There are less electrons in the vicinity of an AH bond (bonding electron pair plus possible electron lone pairs at A) than in the vicinity of an AB bond (one or more bonding electron pairs plus possible electron lone pairs both at A and B) and, therefore, it is much easier to describe an AH bond length accurately than an AB bond. Bond angles XAX at a central atom A depend on the AX bond lengths, the bond polarity of AX, and nonbonding interactions between the terminal atoms X, which should make it more difficult to get accurate bond angles than bond lengths. However, bond angles are normally needed with a lower accuracy (±0.1° rather than ±0.01°) and, therefore, requirements for their calculation are less stringent than those for determining bond lengths.

Inspection of Figs. 1–6 and the data in Table 2 leads to the following conclusions:

1. For an increase of the size of the basis set, bond lengths become shorter while bond angles widen irrespective of the use of a particular MP or CC method. This is a general observation, which was first made at the HF level of theory[12–15,102],
Table 2
Mean deviation $\mu$, mean absolute deviation $|\mu|$, and standard deviation $\sigma$ of calculated geometrical parameters. $\mu$, $|\mu|$ and $\sigma$ are defined in Eqs. (2)–(4) and are given in Å or deg. Numbers in parentheses denote error values obtained when replacing estimated CCSD(7) geometries by calculated geometries.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>cc-pVDZ MP2</th>
<th>cc-pVTZ</th>
<th>cc-pVQZ</th>
<th>CBS</th>
<th>cc-pVDZ MP4</th>
<th>cc-pVTZ</th>
<th>cc-pVQZ</th>
<th>CBS</th>
<th>cc-pVDZ MP6</th>
<th>cc-pVTZ</th>
<th>cc-pVQZ</th>
<th>CBS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AH bonds</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu$</td>
<td>0.0098</td>
<td>-0.0033</td>
<td>-0.0037</td>
<td>-0.0038</td>
<td>0.0129</td>
<td>-0.0008</td>
<td>-0.0009</td>
<td>-0.0009</td>
<td>0.0137</td>
<td>-0.0000</td>
<td>-0.0001</td>
<td>-0.0000</td>
</tr>
<tr>
<td>$</td>
<td>\mu</td>
<td>$</td>
<td>0.0098</td>
<td>0.0035</td>
<td>0.0037</td>
<td>0.0038</td>
<td>0.0129</td>
<td>0.0016</td>
<td>0.0011</td>
<td>0.0011</td>
<td>0.0137</td>
<td>0.0015</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.0034</td>
<td>0.0033</td>
<td>0.0029</td>
<td>0.0028</td>
<td>0.0051</td>
<td>0.0020</td>
<td>0.0010</td>
<td>0.0011</td>
<td>0.0058</td>
<td>0.0017</td>
<td>0.0007</td>
<td>0.0009</td>
</tr>
<tr>
<td><strong>AB bonds</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu$</td>
<td>0.0170</td>
<td>0.0019</td>
<td>-0.0004</td>
<td>-0.0016</td>
<td>0.0249</td>
<td>0.0098</td>
<td>0.0079</td>
<td>0.0069</td>
<td>0.0258</td>
<td>0.0103</td>
<td>0.0085</td>
<td>0.0069</td>
</tr>
<tr>
<td>$</td>
<td>\mu</td>
<td>$</td>
<td>0.0170</td>
<td>0.0091</td>
<td>0.0076</td>
<td>0.0067</td>
<td>0.0249</td>
<td>0.0098</td>
<td>0.0079</td>
<td>0.0070</td>
<td>0.0258</td>
<td>0.0103</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.0093</td>
<td>0.0101</td>
<td>0.0095</td>
<td>0.0091</td>
<td>0.0065</td>
<td>0.0048</td>
<td>0.0041</td>
<td>0.0038</td>
<td>0.0095</td>
<td>0.0060</td>
<td>0.0059</td>
<td>0.0056</td>
</tr>
<tr>
<td><strong>Bond angles</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu$</td>
<td>-0.50</td>
<td>-0.06</td>
<td>-0.02</td>
<td>0.01</td>
<td>-0.65</td>
<td>-0.08</td>
<td>-0.06</td>
<td>-0.05</td>
<td>-0.59</td>
<td>-0.02</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>$</td>
<td>\mu</td>
<td>$</td>
<td>1.90</td>
<td>0.59</td>
<td>0.36</td>
<td>0.28</td>
<td>2.02</td>
<td>0.66</td>
<td>0.42</td>
<td>0.27</td>
<td>2.03</td>
<td>0.68</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>2.77</td>
<td>0.84</td>
<td>0.47</td>
<td>0.40</td>
<td>2.63</td>
<td>0.92</td>
<td>0.51</td>
<td>0.38</td>
<td>2.61</td>
<td>0.93</td>
<td>0.58</td>
<td>0.49</td>
</tr>
<tr>
<td><strong>CCD</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>CCSD</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>CCSD(7)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>AH bonds</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu$</td>
<td>0.0105</td>
<td>-0.0044</td>
<td>-0.0050</td>
<td>-0.0053</td>
<td>0.0115</td>
<td>-0.0036</td>
<td>-0.0041</td>
<td>-0.0044</td>
<td>0.0132</td>
<td>-0.0019 (13)</td>
<td>-0.0024 (16)</td>
<td>-0.0027 (17)</td>
</tr>
<tr>
<td>$</td>
<td>\mu</td>
<td>$</td>
<td>0.0105</td>
<td>0.0044</td>
<td>0.0050</td>
<td>0.0053</td>
<td>0.0115</td>
<td>0.0036</td>
<td>0.0041</td>
<td>0.0044</td>
<td>0.0132</td>
<td>0.0019 (15)</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.0054</td>
<td>0.0017</td>
<td>0.0018</td>
<td>0.0023</td>
<td>0.0053</td>
<td>0.0017</td>
<td>0.0016</td>
<td>0.0021</td>
<td>0.0052</td>
<td>0.0015 (17)</td>
<td>0.0011 (11)</td>
<td>0.0017 (19)</td>
</tr>
<tr>
<td><strong>AB bonds</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu$</td>
<td>0.0016</td>
<td>-0.0156</td>
<td>-0.0188</td>
<td>-0.0207</td>
<td>0.0075</td>
<td>-0.0108</td>
<td>-0.0141</td>
<td>-0.0160</td>
<td>0.0200</td>
<td>0.0017 (18)</td>
<td>-0.0017 (11)</td>
<td>-0.0036 (30)</td>
</tr>
<tr>
<td>$</td>
<td>\mu</td>
<td>$</td>
<td>0.0096</td>
<td>0.0156</td>
<td>0.0188</td>
<td>0.0207</td>
<td>0.0104</td>
<td>0.0108</td>
<td>0.0141</td>
<td>0.160</td>
<td>0.0200</td>
<td>0.0023 (24)</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.0118</td>
<td>0.0115</td>
<td>0.0119</td>
<td>0.0122</td>
<td>0.0095</td>
<td>0.0085</td>
<td>0.0091</td>
<td>0.0095</td>
<td>0.0097</td>
<td>0.0023 (20)</td>
<td>0.0028 (24)</td>
<td>0.0032 (27)</td>
</tr>
<tr>
<td><strong>Bond angles</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu$</td>
<td>-0.36</td>
<td>0.34</td>
<td>0.45</td>
<td>0.50</td>
<td>-0.40</td>
<td>0.40</td>
<td>0.36</td>
<td>0.33</td>
<td>-0.60</td>
<td>0.20</td>
<td>0.16</td>
<td>0.14</td>
</tr>
<tr>
<td>$</td>
<td>\mu</td>
<td>$</td>
<td>1.39</td>
<td>0.50</td>
<td>0.52</td>
<td>0.68</td>
<td>1.47</td>
<td>0.54</td>
<td>0.43</td>
<td>0.68</td>
<td>1.81</td>
<td>0.57</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>1.93</td>
<td>0.54</td>
<td>0.57</td>
<td>0.71</td>
<td>2.10</td>
<td>0.70</td>
<td>0.48</td>
<td>0.77</td>
<td>2.51</td>
<td>1.12</td>
<td>0.44</td>
<td>0.30</td>
</tr>
</tbody>
</table>
but which also applies at all levels of correlation corrected ab initio theory. Enlarging the basis set leads to an improved description of the valence shell of an atom thus allowing that electron density will be packed more closely around a nucleus in a molecule even if correlation effects hinder clustering directly at the nucleus. Hence, the nuclei are better screened and as a consequence nuclear repulsion is reduced thus leading to smaller bond lengths. In a three-atom situation, smaller bond lengths imply stronger 1,3 electrostatic repulsions and a widening of the bond angle, which explains the reverse relationship between trends in bond lengths and trends in bond angles. Exceptions from the general trend of bond shortening and angle widening with increasing basis set size are only found for some cc-pVDZ results and actually indicate the drawbacks of using VDZ + P basis sets in correlation corrected calculations.

2. Use of VDZ + P basis sets in correlation corrected calculations of geometries (and other properties) is inappropriate and has to be avoided. Although most correlation corrected ab initio calculations were and are still carried out with VDZ + P basis sets, results obtained in this work with the cc-pVDZ basis, clearly indicate that VDZ + P basis sets lead to large errors in calculated geometries where errors increase when higher order correlation errors are included as for example in the series MP2, MP4, MP6 (Figs. 1–3) or CCSD, CCSD(T) (Figs. 4–6). VDZ + P bond lengths become longer and VDZ + P bond angles smaller the more electron correlation effects are covered by a given method. Two important guidelines for future work can be derived from these observations. (a) Correlation corrected ab initio calculations have to be carried out at least with a VTZ + P basis set to obtain reasonable geometries and other molecular...
Fig. 2. Errors (relative to the chosen reference values listed in Table 1) of calculated AB bond lengths obtained at the MP2, MP4, and MP6 level of theory for the cc-pVDZ, cc-pVTZ, cc-pVQZ, and cc-pV6Z (CBS limit) basis sets.

3. Bond lengths increase and angles become (slightly) smaller when including higher order correlation effects. However, these trends are somewhat different for MP and CC methods. Electron correlation effects can be best analyzed by using CBS geometries thus largely excluding the influence of basis set truncation. For MP methods the mean deviation ( increases for AH bonds from \(-0.0038\) to \(-0.009\) and 0 Å, for AB bonds from \(-0.0016\) to 0.0069 and 0.0069 Å while for CC methods the \(\mu\)-values are \(-0.0053\), \(-0.0044\), \(-0.0017\) and \(-0.0207\), \(-0.0160\), \(-0.0030\) Å (Table 2). Hence, on the average CBS bonds are shorter for CC than MP methods that of course reflects the way how electron correlation effects are covered by the different methods.

MP methods introduce with each even order new connected p-particle effects: at MP2 pair correlation \((p = 2)\), at MP4 connected three-electron correlation \((p = 3)\), at MP6 connected four-electron correlation \((p = 4)\), etc. These p-particle effects lead to a stronger separation of electrons in molecular space, an extension of the electron density distribution, deshielding of the nuclei, and hence longer bond lengths. Actually, the connected p-particle effects of MP theory introduced at even orders exaggerate electron correlation, which requires corrections at odd orders that lead to a coupling between p-particle correlations, a reduction of the effects of the latter and, by this, to less deshielded nuclei and shorter bond lengths.
The coupling corrections require high values of order \( n \) before a given type of electron correlation is sufficiently corrected and described in a balanced way. For example, the strong exaggeration of pair correlation at MP2 is first corrected at MP3 by coupling of the D excitations (the pairwise correlated electrons of different pairs start to see each other), however this coupling correction is not sufficient and is further corrected at MP4, MP5, MP6, etc. up to a sufficiently high order. CC methods include the coupling corrections in a more economic way by covering a given type up to infinite order because of the exponential form of the wave operator and by this of the CC wave function. For example, CCD includes pair correlation as described by MP2, however covers also all possible coupling corrections such as disconnected Q effects at fourth order, DD effects at fifth order, DDD effects at sixth order, etc. (for a discussion of how these effects are included into CCD, see Ref. [85]). Hence, an exaggeration of bond lengths for a given p-particle correlation effect as found for even ordered MPn methods is not possible at the CC level, which is the reason why CC/CBS bond lengths are always shorter than MP/CBS bond lengths obtained by including the same p-particle correlation \( (p = 2; \text{CCD and MP2}; p = 1 \text{and 2}: \text{CCSD}; p = 1, 2 \text{and 3}: \text{MP4 and CCSDT or, as an approximation to the latter, CCSD(T); p = 1, 2, 3, 4: MP6}) \).

The CC and MP methods used in this work are not directly comparable because they cover different p-particle correlation effects. However, a user of these methods may be more interested in the computer time requirements and on this basis the \( O(M^7/M^9) \) methods MP2, CCD, CCSD and the \( O(M^5) \) methods MP4, CCSD(T) may be related while MP6 as an \( O(M^7) \) method is in an
Fig. 4. Errors (relative to the chosen reference values listed in Table 1) of calculated AH bond lengths obtained at the CCD, CCSD, and CCSD(T) level of theory for the cc-pVDZ, cc-pVTZ, cc-pVQZ, and cc-pVQZ (CBS limit) basis sets.

4. The accuracy of calculated geometries increases with increasing order of the electron correlation effects covered by the ab initio method used. MP6 provides the best equilibrium geometries when using MP theory, CCSD(T) when using CC theory. The accuracy of calculated geometries is reflected by both mean deviations $\mu$, mean absolute deviations $|\mu|$, and standard deviations $\sigma$ of the CBS results, which all decrease when including more and more electron correlation effects. In particular, $\sigma$, which describes the scattering of errors in calculated geometrical parameters, is a reliable indicator for increased accuracy (leading to less scattering) with an increased coverage of electron correlation effects. Also, the increase rather than decrease of $\sigma$ for AB bonds and bond angles when replacing MP4 by MP6 indicates the magnitude of errors caused by the extrapolation procedure applied to predict MP6/large basis set geometries.

5. Individual method-basis set combinations may lead to reasonable geometries due to a cancellation of basis set and correlation errors.

5a) MP2: If one has to use MP2 for geometry calculations, one should apply a VTZ + P basis because MP2/cc-pVTZ leads to reasonable geometries (in particular AH bond lengths, see Table 2 and Figs. 1–3). A cc-pVQZ leads to slightly better results, however these do not compensate for the exceedingly high computational cost. In no case, can one expect useful geometries from MP2/cc-pVDZ.

5b) CCD and CCSD: From the results obtained in this work it is difficult to see why either CCD or CCSD should be applied. The computational accuracy is low and comparable.
to that of MP2 calculations, however an MP2/cc-pVTZ calculation is much less costly than a CCSD/cc-pVTZ calculation ($N_{\text{iter}} O(M^5)$ compared to $O(M^5)$).

(5c) **MP4 and CCSD(T):** Accurate AH bond lengths and reasonable AB bond lengths are obtained with MP4/cc-pVTZ while MP4/cc-pVDZ geometries are poor. Instead of spending the cost for an MP4 calculation ($O(M^5)$) one should invest directly into a CCSD(T)/cc-pVTZ geometry optimization ($N_{\text{iter}} O(M^7)$) because results are excellent with this approach (AH errors: $-0.0013$, $0.0015$, $0.0017$; AB errors: $0.0018$, $0.0024$, $0.0020$ Å, Table 2), in particular because deviations are relatively regular and provide the possibility of systematic empirical corrections.

(5d) **MP6:** The most expensive MP approach presently in use does not provide more accurate data than MP4 (apart from a few exceptions) using the cc-pVTZ basis. MP6/cc-pVTZ AH bond lengths are rather accurate but AB bond lengths are still far too long which is indicative of the lack of important coupling effects. In view of the high computational cost of MP6 ($O(M^9)$) there is no reason to use this method.

6. **The highest accuracy for AH bonds is obtained at the MP6/CBS level and for AB bonds at the CCSD(T)/CBS level.** The most accurate AH bond lengths ever obtained are calculated at the MP6/CBS limit (errors: $-0.001$, $0.0006$, $0.0009$ Å). If atom A possesses two electron lone pairs, then there will be at the most three electron pairs in or close to the AH bonding region. MP6 covers disconnected hextupel (three electron pairs) correlations and, accordingly, it is able to adequately describe AH bonds. MP6/CBS values for AB bond lengths suffer from the fact that this method does not contain enough coupling effects for connected four-electron correlations needed for AB bonds and, consequently, these parameters are too long. However, CCSD(T)
Fig. 6. Errors (relative to the chosen reference values listed in Table 1) of calculated angles obtained at the CCD, CCSD, and CCSD(T) level of theory for the cc-pVDZ, cc-pVTZ, cc-pVQZ, and cc-pVnZ (CBS limit) basis sets.

has a sufficient number of coupling effects for three-electron correlations (yielding short bond lengths) while it lacks connected four-electron correlation effects not to speak of the 30% of $T$ effects not covered by CCSD(T). Consequently, AB bond lengths are too short. There are situations such as for the OO bond in $\text{H}_2\text{O}_2(1\text{A})$ (see Figs. 2 and 5) or $\text{F}_2\text{O}_2(1\text{A})$ [103] where MP6 is superior to CCSD(T) in the CBS limit because the former method contains connected four-electron correlations important for a correct description of OO bonding in these molecules.

7. In view of (5) and (6), the best compromise in terms of computational cost and accuracy is obtained at the CCSD(T)/cc-pVTZ or CCSD(T)/cc-pVQZ level of theory. Clearly, this level of accuracy can no longer be reached for medium-sized or larger molecules. On the other hand, the extrapolation procedure described in this work provides a basis for estimating MP6 or CCSD(T)/cc-pVnZ geometries even for larger molecules provided a geometry optimization can be carried out for these methods with a cc-pVDZ basis set (loosing in this way some of the accuracy normally reached when larger basis set calculations are possible).

8. In view of the MP6/CBS and CCSD(T)/CBS results presented in this work, currently used $r_e$ geometries for some of the molecules listed in Table 1 have to be considered to be erroneous. These values (still contained in Figs. 1–6) were corrected as described in the following and used in the error analysis presented in Table 2.

(8a) $\text{CH}_2(1\text{A}1)$. Jensen and Bunker [37] fitted measured vibrational energies of this molecule to a model potential function partially based on CI calculations. Although not explicitly discussed in their work, their fit seems to support the equilibrium geometry obtained in the CI calculations. For the CH bond length, a
value of 1.111223 Å was obtained[37], which according to our calculations is too long. At the CCSD(T)/CBS level, we obtained 1.1051, at the MP4/CBS level 1.1061, and at the MP6/ CBS level 1.1081 Å where the latter value is preferred because of the lower accuracy of MP4 and CCSD(T) in the case of AH bonds. The HCH angle given by Bunker and Jensen (101.9) agrees well with our CBS values although it may be 0.4° too large.

(8b) HNO(1Å). For this molecule, a \( r_0 \)

geometry \( r(NH) = 1.0628, r(N=O) = 1.2116, \theta(HNO) = 108.58° \) is available [57], from which we estimated \( r_e \) values of 1.0584, 1.2075 and 108.58 on the basis of previous calculations [92]. However, the MP6/CBS value for the NH bond (1.0553 Å) is clearly shorter than our previous estimate and, therefore, it is taken as a more reliable \( r_e \)(NH) value.

In the case of the NO bond we considered that the CCSD(T)/cc-pVTZ and the cc-pVQZ value should bracket the true \( r_e \) value because the former approach leads to a too long, the latter to a too short AB bond length (see Table 2 and discussion above). Accordingly, we get \( r_e(NO) = 1.2074 \) by averaging these two values. Similarly, \( \theta(HNO) = 108.00 \) was obtained as the average of the MP6/CBS and CCSD(T)/cc-pVTZ value considering that the NH bond length is better described by MP6/ CBS and the NO bond length better by CCSD(T)/cc-pVTZ.

(8c) \( \text{H}_2\text{O}_2 \)(1Å). In the case of hydrogen peroxide, Winnewiser and co-workers [62] investigated the torsional potential of the molecule utilizing measured rotational constants. Their starting geometry was a \( r_0 \)

group published by Fland and co-workers [104] and the equilibrium geometry was calculated at the minimum of the torsional potential. When using the \( r_e \) geometry of Winnewiser and co-workers exceptionally large deviations are obtained for \( r_e(OH) \) and \( \theta_e(OOH) \) at MP4/ CBS, CCSD(T)/CBS, and MP6/CBS (Figs. 1, 3, 4 and 6), which clearly indicates errors in the experimentally based \( r_e \) geometry. Therefore, we consider the MP6/CBS values \( r_e(OH) = 0.9621, \theta_e(OOH) = 99.80, \) and \( \tau_e(HOOH) = 112.0 \) (keeping the \( r_e(\text{OO}) \) value of Winnewiser and co-workers [62], which agrees well with the MP6/CBS value) to represent a more correct \( r_e \) geometry.

9. Limitations of the approach for getting CBS limit geometries are given by the performance of the cc-pVDZ basis at a given method level. On the one hand the cc-pVDZ basis is clearly not suited for getting reasonably accurate geometries with correlation corrected methods while on the other hand this basis set has to be employed for getting CBS limit geometries at reasonable cost (see discussion above). Actually, CBS limit geometries based on cc-pVDZ, cc-pVTZ, and cc-pVQZ geometries are still reasonable as we found when using in addition the cc-pV5Z for some small molecules. Calculations with the cc-pVDZ became however problematic at the MP6 level when describing multiple bonds involving electronegative atoms. For example at the MP6/cc-pVDZ level the \( \text{CO}_2 \) molecule dissociates and the OO bonds of \( \text{O}_3 \) become unreasonably long, which is the reason why these molecules were excluded from the MP6 analysis. Hence, the necessary use of the cc-pVDZ basis limits the accuracy and applicability of the procedure to predict MP6/CBS geometries.

Apart from the general observations (1)–(9) referring to the most likely method/basis set combinations, we tested also some calculational strategies, which are commonly used in quantum chemical studies of equilibrium geometries even though their applicability may be questioned.

10. Use of HF-optimized rather than correlation-

consistent basis sets. Although correlation-

consistent basis sets have been available for more than a decade, basis sets are frequently employed, which were originally designed for use in HF rather than correlation corrected calculations. HF-optimized basis sets (VTZ + P and better) reflect the tendency of HF to cluster electrons in the average field description as close as possible at the nuclei, which leads to a rather contracted molecular electron density, strong shielding of the nuclei, and too short (large) bond lengths (bond angles). The contraction of the electron density can be anticipated from the exponents of the basis functions and the weight of
the inner shell functions, which are both larger than in a correlation-consistent basis set.
If one applies a HF-optimized basis set in a correlation-corrected ab initio calculation, the
tendency of separating electrons by the method is somewhat reduced by the basis set that does
not describe adequately regions farther away from the nuclei. Consequently, bond lengths
become shorter than those calculated with the corresponding correlation consistent basis set,
which reminds of the shortening caused by the coupling effects between p-particle correlations.
Hence, a HF-optimized basis set applied with a
MPn method can lead to better geometry while in the case of CC methods it should lead to a de-
teriorated equilibrium geometry (for an exception, see Ref. [103]). However, even in the case of MP
methods the use of HF optimized basis sets cannot
be recommended as a means to improve \( r_s \) geometries because improvements obtained for the
wrong reason will spoil generally derived basis set trends as discussed in this work, i.e. results
become unpredictable.

11. Use of Pople's 6-31G(d,p) rather than Dunning's
cp-VDZ basis. In line with the discussion given
under 9) we find that MPn/6-31G(d,p) (n = 2,4,6) values for AH bonds are much closer
to experimental values than MPn/cp-VDZ values. On the other hand, AB bond lengths
obtained with Pople's 6-31G(d,p) are 10–20% longer than the corresponding cp-VDZ values,
i.e. they deviate even stronger from experimental values. This result can be easily explained consid-
ering the composition of the two basis sets. Both
basis sets contain the same number of basis func-
tions for H and first row atoms, only that the 6-
31G(d,p) is based on cartesian d-type polarization
functions while the Dunning basis sets exclu-
sively work with spherical polarization functions,
which means that there is an extra 3s function in the 6-31G(d,p) basis. The major difference
between the two basis sets, however, results a) from the larger number of s-type primitives used
in the cp-VDZ basis and b) the sharing of s,p
exponents typical of Pople basis sets. Hence, the
cp-VDZ is much more flexible in the inner shell
region and can accommodate more negative
charge in this region thus leading to a better
shielding of the heavy atoms. This is confirmed
by the fact that AB bonds are shorter at the HF/cc-
pVDZ than at the HF/6-31G(d,p) level of theory
where this difference is kept at the correlation
corrected levels.
Since the H basis sets contain the same number of primitives, the shielding of the H nucleus is
described by the cp-pVDZ and the 6-31G(d,p)
basis in a comparable way. When describing
AH bonds, it plays a role that the exponents of the
cp-pVDZ functions are smaller than those of the
6-31G(d,p) functions thus leading to a more
expanded charge distribution and a deshielding of the H nucleus. This second effect dominates when
describing AH bonds and, therefore, AH bonds
calculated at the HF/cc-pVDZ or the corre-
sponding correlation corrected levels are always
longer than those obtained at the same level of
theory with the 6-31G(d,p) basis. Hence, in
some cases (e.g. AH\(_n\) molecules) MP2/6-
31G(d,p) will lead to surprisingly accurate
geometries because of error cancellation, however this advantage is lost as soon as heavy
atom bonds have to be described.

12. Use of cp-pV\(m\)Z basis sets augmented by diffuse
basis functions. Often it is recommended to add diffuse functions when describing hetero
atoms possessing electron lone pairs. We find in
agreement with previous work [31–33,72] that
the use of an aug-cc-pVDZ or even an aug-cc-
pVTZ basis set cannot be recommended for
obtaining better geometries. The changes in the
geometry upon the addition of diffuse basis func-
tions are erratic and often in the wrong direction.
It is far better to increase the cardinal number \( m \)
of the basis than adding diffuse functions where
computational cost are in both cases comparable
or slightly larger for using the next higher cc-
p\(V_m\)Z basis set. Cremer and co-workers have
shown that diffuse functions added to a basis set
not saturated in the sp space (such as VDZ + P
basis) erroneously introduce higher order correla-
tion effects and by this lead to unpredictable
results[72]. This effect is not so strong in the
case of an aug-cc-pVTZ basis but still detectable.
Apart from this, it can be seen that geometries
calculated with the aug-cc-p\(V_m\)Z basis sets
converge to the same CBS limit geometries as
those calculated with the normal cc-pVmZ basis sets.

13. Use of frozen core descriptions. For highly correlated ab initio methods, one often reduces computational cost by freezing core electrons in the correlation treatment where the common argument is that core electrons do not influence molecular properties such as the geometry. We have investigated this effect at the MP6 level and we find that a frozen core leads to a lengthening of both AH and AB bonds by about 0.001–0.002 Å. This is unexpected because inclusion of the core electrons in correlation corrected descriptions should lead to deshielding of the nucleus and hence to longer rather than shorter bond lengths. On the other hand, correlation of core electrons will always lead to small effects and, therefore, will have hardly any consequence on the shielding/deshielding of a nucleus. It seems to be more important that the number of correlating electrons is increased when unfreezing the core. In this way, the number of possible disconnected four-, five-, and six-electron combinations becomes considerably larger and by this the coupling corrections for two- and three-electron correlation effects. Coupling effects always shorten the bond, which explains the difference between frozen and unfrozen geometry optimizations.

4. Conclusions

Using a generally applicable method for predicting CBS limit geometries (for exceptions, see point 9) at higher orders of MPn and CC theory, results have been obtained for 17 small molecules that shed light on the accuracy obtainable with correlation corrected ab initio methods nowadays available. Results of this investigation are summarized in the headings of discussion points (1)–(13), which clearly show that there exist no generally applicable method that leads to $r_e$ geometries accurate better than ±0.001 Å or ±0.01 Å. However, for AH bonds this accuracy is already reached at the MP6/CBS level.

As for the questions posed in the introduction, we are now able to give some specific answers.

1. Does MP6 lead to reliable molecular geometries or do we have to apply even higher orders of MPn theory for this purpose? Clearly, MP6 is not capable of describing AB bonds accurately. In the case of a CO, OF or FF bond, there are more electron pairs (up to 7) close to the bonding region than MP6 can correlate either in the connected (probably not important) or disconnected fashion (probably important). We predict that accurate AB bond lengths will be obtained at MP8 or MP10, however these methods are outside present or future computational possibilities.

2. Which correlation effects have to be covered to obtain useful geometries? It is generally known that three-electron correlation effects are important to get reasonable geometries. Our present and previous work [31–33,105] also shows that connected four-electron correlation effects play a role for bonds involving electronegative atoms or for multiple bonds. The rule of thumb is that all electron pairs in the vicinity of a bond must be correlated in at least a disconnected fashion where sufficient coupling effects have to be included. This requirement can only be fulfilled by CC methods.

3. How do MP and CC methods perform in comparison? Is CCSD(T) sufficient to determine accurate geometries? All available MP or CC methods have their deficiencies. AB bond lengths come out too long at the MP and too short at the CC level, in particular the often praised CCSD(T) method is less accurate in the CBS limit than previous calculations with truncated basis sets suggested. However, in general it is always advisable to invest in CCSD(T) (definitely not CCD or CCSD) and to obtain a CCSD(T)/cc-pVTZ or CCSD(T)/cc-pVQZ geometry, which both provide accurate geometrical parameters due to error cancellation.

5. What is the most economic way to calculate reliable geometries? We suggest the following sequence of calculations to obtain exceedingly more accurate $r_e$ geometries: (a) MP2/cc-pVTZ; (b) CCSD(T)/cc-pVTZ; (c) extrapolation to CCSD(T)/CBS geometries followed by averaging of CCSD(T)/cc-pVTZ and CCSD(T)/cc-pVQZ geometries.

We are presently investigating how CBS limit geometries obtained in this work can be extrapolated to the CC or full CI limit using methods such as CCSDT or the recently developed QCISDTQ method[105].
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